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Abstract

Regarding the rapid rise in renewable but volatile energy sources, energy storages like
redox flow batteries are considered key for future electricity supply. Based on a test bench
this work investigates a new type of redox flow battery with an electrolyte, which can be
synthesised from lignin one of the main substances of biomass and typical waste product
of the paper industry. This work hereby focuses onto two aspects of the operation of these
batteries:
The first one is the development of a model to describe the hydraulics of the battery. Based
on this model a control structure is proposed, which on the one hand allows the tracking
of a reference volume flow, while on the other hand prevents high pressure differences
across the membrane.
The second aspect focuses on the determination of the so called State-of-Charge, which
is a key variable of interest for the operation on the grid. Therefore an electrochemical
model is developed to describe the processes inside the redox flow battery, which then
is parametrized by particle swarm optimization using measurement data of the redox
flow battery test bench. Based on this electrochemical model an observer from literature is
adopted to estimate the State-of-Charge and additionally the maximum storable charge of
both electrolytes of the redox flow battery from two redox potential measurements inside
the tanks.
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1. Introduction and motivation

The electric power grid is undergoing a rapid change. Increased use of renewable energy
sources like wind and photovoltaic, which are only available at certain times, make bal-
ancing production and demand increasingly difficult. To ensure grid operation under this
circumstances, grid-scale energy storage is widely believed to be necessary [1].

One of the most promising options for large scale energy storage are redox flow bat-
teries, RFBs, [2, 3], since RFBs are not dependent on geologic suitable structures, like
mountainous terrain for pumped hydro electric storages and mines or natural cavities for
compressed air energy storage [4]. Compared to other battery technologies, RFBs have a
longer lifetime of up to multiple decades while having a good efficiency [5]. The basic
structure of RFBs consists out of two tanks filled with electrolytes containing two different
redox couples in it. Redox couples are two species which react via an electro-chemical
rection in one another. These electrolytes are pumped through the battery cells, consisting
of two electrodes each in contact with one of the electrolytes separated by a membrane.
The electro-chemical reactions, happening at the electrodes, either release or store energy.

Among the different types of RFBs developed so far, the all-vanadium RFB is currently
the most mature system, with several grid scale batteries already in operation all over
the world. Since only a few countries worldwide control the world’s vanadium supply,
it is classified as critical raw material by the European Union’s critical raw material act.
Therefore, extensive research in alternatives to vanadium for redox flow batteries is done.
Promising research on vanillin-based electrolytes for organic RFBs [6], suggests a local
available and cheap electrolyte as alternative to vanadium. Till now, these vanillin-based
electrolytes were only tested in small laboratory-scale single cell RFBs. Though these
laboratory-scale RFBs are useful to test basic electrolyte properties, their different struc-
ture cannot replicate all the phenomena occurring in operation of a grid-scale RFB. To
investigate these vanillin-based electrolytes in a grid-scale-like RFB, a RFB test bench was
installed, with a structure representative for grid-scale RFBs.

Essential for the operation of a RFB is the supply of enough reactants to the battery cells,
which is provided by an sufficient volume flow of the electrolytes. Grid-scale RFBs most
often use centrifugal pumps, as so does the RFB test bench, while these laboratory-scale
RFBs use peristaltic pumps. The main advantage of these peristaltic pumps here is, that
they pump a fixed amount of fluid per rotation, which makes them easy to control the
volume flow and a suitable choice for laboratory-scale RFBs. For grid-scale RFBs peri-
staltic pumps are not used because of their disadvantages, low efficiency and pulsed flow.
Centrifugal pumps are a more suitable choice, but the control of the volume flow is more
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1. Introduction and motivation

sophisticated. Additionally to the control of the volume flow the pressure difference across
the membrane should be hold close to zero. This on the one hand reduces stress and
prevents rupture of the membrane and on the other hand also reduces inverse osmosis
across the membrane. The first goal of this thesis is to develop an effective control struc-
ture, which fulfils these objectives. Therefore, chapter 3 focuses on the hydraulics of RFBs,
beginning with the modelling of the hydraulics in section 3.1, based on the structure of the
RFB test bench, described in chapter 2. Based on this model a suitable control structure
will be developed and also tested on the RFB test bench in section 3.2.

To allow the operation of RFBs for grid balancing tasks one key variable has to be known,
the State-of-Charge (SOC). It is a measure on how much energy currently is stored in
the RFB. Only the knowledge of the SOC enables the incorporation of RFBs into energy
management systems. Unfortunately the SOC can not be measured directly. Therefore,
chapter 4 focuses on the electro-chemistry of the vanillin-based RFBs, beginning with the
modelling of the electro-chemistry in section 4.1. Based on conducted experiments on the
RFB test bench this model then is parametrized in section 4.2. Finally, a state observer
based on the parametrized model is applied onto measurement data to estimate the SOC
online in section 4.3.

Finally chapter 5 concludes the thesis and gives an outlook on future work to be done in
the field of renewable redox flow batteries.
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2. Description of the redox flow battery
test bench

Since all the modelling and validation in this thesis is based on experiments, see Appendix
A, conducted on the RFB test bench, the knowledge of its structure will be necessary
to understand all the following chapters. Therefore, this chapter explains the working
principle of an RFB paired with the explanation of the structure of the RFB test bench.
The most fundamental part of every battery is the battery cell. The structure of one battery
cell of the RFB test bench can be seen in Figure 2.1. One battery cell consists out of two
electrodes, whose surface area is extended by two carbon felts [7]. The two sides are
separated by a semi-permeable membrane, which only allows hydrogen ions to pass
through. The reactants or redox-active substances are dissolved within two different elec-

Figure 2.1.: Structure of one battery cell.

trolytes, which fill the empty spaces in the carbon felts. To increase the storable energy the
electrolytes are pumped through the cell and are stored in tanks outside. The electrolyte
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2. Description of the redox flow battery test bench

with the higher potential, will be called positive electrolyte and the electrolyte with the
lower potential, will be called negative electrolyte. The electrolytes of the RFB test bench
use 0.5 mol

l phosphoric acid, H3PO4, in aqueous solution as the supporting electrolyte,
where the redox-active substances are dissolved. The negative electrolyte uses the two
substances anthraquinone-2,6-disulfonate AQDS and anthrahydroquinone-2,6-disulfonate
AHQDS as its redox active substances. The positive electrolyte redox active substances are
methoxyquinonesalt MQS and methoxyhydroquinonesalt MHQS. For readability, only the
abbreviations will be used.
While charging MHQS reacts to MQS at the surface of the carbon felt. Thereby electrons
and hydrogen ions are released. The electrons are absorbed by the electrode, whereas
the hydrogen ions diffuse through the membrane. On the other side of the membrane
hydrogen ions, electrons and AQDS react and form AHQDS. The same process happens
in reverse for discharge of the battery.
To increase the usable voltage many battery cells are typically connected in series elec-
trically to one battery stack. The electrolytes are pumped hereby in a hydraulic parallel
manner through this battery stack. For the RFB test bench investigated the stack consists
of 8 cells. Figure 2.2 shows the structure of this stack, with the hydraulic parallel structure.

Figure 2.2.: Structure of the stack of the RFB test bench.

The structure of the RFB test bench can be seen in Figure 2.3. It consists of two seperate
hydraulic circuits for both of the electrolytes and the electric circuit. Each hydraulic circuit
consists of a tank containing the electrolyte and a centrifugal pump, with pipes delivering
the electrolyte to the stack and back to the tank. In the return pipe a needle valve allows
the adjustment of the flow resistance. To enable the emptying of the stack into the tank,
when the pump is switched off, the stack is elevated above the tank and the end of the
return pipe in the tank is situated above the fluid surface. To enable the monitoring the
pressure difference across the membrane, at each inlet and outlet of the stack a pressure
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sensor allows to measure pressure relative to the ambient air pressure. The flow of the
positive electrolyte is measured with an ultrasonic sensor in the return pipe. The measure-
ment of one volume flow is sufficient, since the volume flows of both hydraulic circuits
should be close to one another. This is because the hydraulic circuits of both electrolytes
have the same number of bends and similar length of the pipes. But if necessary for some
experiments, the flow sensor can be moved to the negative electrolyte side. The redox
potentials, also called half-cell potentials, are measured with two silver/silver chloride or
Ag/AgCl redox probes in the feed pipes of the pumps. Since the redox probes tend to drift
slowly over time, recalibration of the redox probes is necessary before each experimental
campaign.

Figure 2.3.: Schematic structure of the renewable redox flow battery test bench.

The electric circuit consists of the stack, a measurement of the stack voltage, a measurement
of the current and a potentiostat, which emulates different modes of operation. The
potentiostat acts as a source while charging and as a load while discharging. Thereby
the potentiostat either provides constant voltage or constant current dependent on the
conducted experiment. The potentiostat also limits the applied voltage according to
predefined boundaries to avoid electrolysis in the battery stack.
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3. Hydraulics

The hydraulics play a crucial role for redox flow batteries. Only a sufficient volume flow
can ensure that there are enough reactants in the battery stack. In this chapter, a model
describing the hydraulics is developed (section 3.1), and based on this model, a control
structure tracking a given reference is developed and tested (section 3.2).

3.1. Modelling of the hydraulics

All pressure measurements of the test bench are pressure measurements relative to am-
bient pressure. All pressures relative to ambient are expressed by p in all the following
formulas. Pressure differences over components of the system are expressed with ∆p.
The hydraulics consist of basically two hydraulic circuits with the same structure. There
might be coupling between these two hydraulic circuits due to mechanical deformation
of the membrane as a result of a pressure difference over the membrane. But since the
pressure difference should be hold close to zero to avoid damage this coupling can be
neglected. Also, one aim of the controller design will be to drive the pressure difference
towards zero. So the coupling effects will have little to no effect on the systems’ behaviour
for experiments in the future. Because of this coupling is neglected and the similarity of
the two hydraulic circuits, it is enough for the derivation of the model to investigate only
one of these hydraulic circuits, but the parametrization of the model will be done for both
hydraulic circuits separately.
The schematic structure of one hydraulic circuit can be seen in Figure 3.1. It consists of the
tank, connected to the pump via a wide tube, a feed pipe from the pump to the battery
stack, the stack itself and a return pipe from the stack back to the tank. Directly before and
after the stack pressure measurements are made, and in the return pipe, the volume flow
is measured. A needle valve at the end of the return pipe enables the manual adaptation
of the return pipe’s flow resistance if necessary. In operation, there exists a small constant
overpressure pN2 ( < 0.05 bar) inside the tank caused by the infusion of pure nitrogen
gas for an oxygen free environment. Manually measured heights, which will be used for
modelling, are also defined in Figure 3.1. For the derivation of the model the hydraulic
system it is assumed that the stack and the pipes are fully filled with the electrolyte, such
that no bubbles are trapped inside the stack or the pipes.
The first part of the modelling is the description of the behaviour for quasi-stationary flow.
Therefore the pump, the pipes and the stack will be investigated separately in section
3.1.1 and will be combined to one quasi stationary model in section 3.1.2. The last step is
the description of the dynamic behaviour in section 3.1.3.
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3. Hydraulics

Figure 3.1.: Schematic structure of one side of the hydraulics.

3.1.1. Modelling of the different hydraulic parts for quasi-stationary flow

This section describes the modelling of the hydraulic behaviour of the pump in section
3.1.1.1, the pipes in section 3.1.1.2 and the stack in section 3.1.1.3.

3.1.1.1. Modelling of a centrifugal pump

The modelling of the centrifugal pump is based on the model described in [8]. Here the
suggested model describing the quasi stationary behaviour of centrifugal pumps uses
the pump’s characteristic curve given by the datasheet. The characteristic curve shows
the relation between volume flow V̇ and pressure difference ∆ppump for the maximal
rotational speed nmax of the pump. Sometimes multiple curves for different rotational
speeds are available. The characteristic curve can be expressed as the quadratic function

∆ppump,max(V̇) = c1 + c2V̇ + c3V̇2 (3.1)

with the coefficients c1, c2 and c3. By applying the affinity laws of centrifugal pumps

V̇2

V̇1
=

n2

n1
(3.2)

∆ppump,2

∆ppump,1
=

(
n2

n1

)2

(3.3)

the pressure can be described as a function of rotational speed and volume flow

∆ppump(n, V̇) = an2 + bnV̇ + cV̇2, (3.4)
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3.1. Modelling of the hydraulics

where a = c1
n2

max
, b = c2

nmax
and c = c3. For pumps with feedback speed control, where

there is a linear relation between the control voltage and rotational speed of the pump
in stationary operation, it is even possible to exchange n with the proportional control
voltage un:

∆ppump(un, V̇) = αu2
n + βunV̇ + γV̇2, (3.5)

Because there were two different and contradicting characteristic curves for the used
pump available online, the pump had to be characterized by an experiment. The schematic
setup for the experiment can be seen in Figure 3.2. The inlet of the pump is connected to

Figure 3.2.: Experimental setup to characterize the pump.

the tank and the pipe attached on the outlet of the pump feeds the electrolyte back to the
tank. An additional needle valve makes it possible to adapt the flow resistance of the pipe.
The pressure measurement is positioned after the pump at a height hmeas. At the time of
the experiment in the tank there was ambient pressure.
For the measurements, the control voltage was fixed, while the flow resistance was changed
by opening or closing of the needle valve. The characteristic curves were measured for
the control voltages 4 V, 6 V, 8 V and 10 V. The measurements revealed an unknown and
non-ideal property of the used pump, which is that for a control voltage of 8.9 V the pump
reaches its maximum performance and stays there for higher control voltages. So the
characteristic curve measured at a control voltage of 10 V is equivalent to the characteristic
curve at 8.9 V. The measured data was corrected by subtracting the geodetic pressure
difference ∆pgeo = ρg(htank − hmeas), with ρ as the density of the electrolyte and g as the
gravitational acceleration.
Figure 3.3 shows the measured pump data and the model from equation (3.5) fitted by
a least square approach to the uppermost curve corresponding to the maximal pump
voltage of 8.9V. It can be easily seen that the model works quite well in the upper region,
but for the lower two curves the model and the measurements differ drastically. The

9



3. Hydraulics

reason is probably that the used pump is speed controlled in a feedforward manner, which
can’t guarantee a linear behaviour between the control voltage and the rotational speed. It
has to be noted, that this effect most certainly only exists for this small size centrifugal
pump used and would not appear for bigger pumps controlled in an feedback manner
with a frequency converter.
To improve the pump model for lower control voltages an additional correction function

Figure 3.3.: Characteristic curves of the pump fitted without correction function.

un = u0.9
pump (3.6)

is introduced, which tries to compensate the nonlinear relation between control voltage
upump and the velocity proportional quantity un. Figure 3.4 shows the pump model fitted
with this additional correction function. It overall fits much better to the measured data.
So the pump model including this correction function will be used for the description of
the pump in this thesis.

10



3.1. Modelling of the hydraulics

Figure 3.4.: Characteristic curves of the pump fitted with correction function.

3.1.1.2. Modelling of the flow resistances of the pipes

The pressure drop along the pipes is assumed to be dominated by the multiple bends of
the pipes and the needle valves. Both bends and needle valves can be associated with
pressure drops proportional to the volume flow squared. So for the pressure drop along
the feed and return pipes the ansatz

∆p = RV̇2 (3.7)

is used, where ∆p is the pressure drop, R the flow resistance and V̇ the volume flow. By
applying Bernoulli’s equation, the pressure at the measurement position at the output of
the stack pstack,out can be expressed as

pstack,out = pN2 − ρg∆hreturn + RreturnV̇2 (3.8)

, where pN2 is the pressure in the tank, ∆hreturn = hstack,out − htank,in is the height difference
between tanks inlet and the position of the measurement, ρ is the density of the electrolyte,
g is the gravitational acceleration and Rreturn is the hydraulic resistance of the return pipes
bends and the needle valve. The pressure measurements at the input of the stack pstack,in
can be expressed as

pstack,in = pN2 + ρg(htank − hstack,in) + ∆ppump(upump, V̇)− RfeedV̇2 (3.9)

, where htank is the fill height of the tank, hstack,in is the height of the position of the
measurement, ∆ppump is the pressure increase caused by the pump (see section 3.1.1.1)
and R f eed is the hydraulic resistance of the feed pipes bends. To identify the unknown
parameters R f eed and Rreturn, a least square approach is used. Figure 3.5 shows the model
for the return pipe fitted to the measurement data. The assumption of the quadratic
relation of flow and pressure drop coincides with the measurements.

11



3. Hydraulics

Figure 3.5.: Output pressure of the stack for both hydraulic circuits.

3.1.1.3. Modelling of the pressure flow relationship of the stack

The pressure difference over the stack ∆pstack is mainly caused by the effects of the carbon
felt. The fibres of the carbon felt cause turbulences, but the assumption of pure turbulent
flow turns out to be insufficient to describe the behaviour. To describe the pressure drop
over the stack, a combination of a linear and a quadratic term is used as model:

∆pstack(V̇) = RlinV̇ + RquadV̇2 (3.10)

The two parameters Rlin and Rquad are determined using the least squares method. In
Figure 3.6 the pressure difference over the stack can be seen for both hydraulic circuits.
The approach from equation (3.10) is able to capture the behaviour of the measured data
quite well.

12



3.1. Modelling of the hydraulics

Figure 3.6.: Pressure difference to flow behaviour for the stack.

3.1.2. Hydraulic model for quasi stationary flow

The stationary model now combines all modelled parts from section 3.1.1. Figure 3.7
shows the schematic hydraulic circuit, where the arrows indicate pressure drops as
analogy to voltage drops in electric circuits. At the inlet of the pump, a pressure of
pN2 + ρg(htank − hpump) is acting, consisting of the pressure in the tank due to nitrogen
infusion pN2 and the pressure due to the fill height of the tank htank in respect to the
height of the pumps inlet hpump. The pump causes an pressure increase ∆ppump(upump, V̇
according to the model described in section 3.1.1.1. The pressure drop from the pump
to the inlet of the stack (measurement position) is described by the pressure difference
due to the height difference of stack inlet and pump ∆hfeed = hstack,in − hpump and the
pressure loss due to the volume flow ∆pfeed(V̇), described in 3.1.1.2. The pressure drop
at the stack also consists of a pressure difference due to the height difference of stacks
inlet and outlet ∆hstack = hstack,out − hstack,in and the pressure loss due to the volume
flow ∆pstack(V̇), described in section 3.1.1.3. The pressure drop from the stack outlet
(measurement potition) consists of the pressure difference due to the height difference
between outlet of the stack and inlet into the tank ∆hreturn = hstack,out − htank,in and the
pressure drop due to the volume flow ∆preturn(V̇), described in section 3.1.1.2. At the inlet
into the tank, only the pressure due to nitrogen infusion pN2 is present.
The sum of all pressure differences along the hydraulic circuit has to be zero. This results

in the equation:

ρg(htank − htank,in) + ∆ppump(un, V̇)− ∆pfeed(V̇)− ∆pstack(V̇)− ∆preturn(V̇) = 0 (3.11)
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3. Hydraulics

Figure 3.7.: Circuit diagram of the hydraulic model.

By inserting the models for the pump (section 3.1.1.1), the pipes (section 3.1.1.2) and the
stack (section 3.1.1.3, one gets:

ρg(htank − htank,in) + αu2
n + βunV̇ − Rstack,linV̇ + (γ − Rfeed − Rstack,quad − Rreturn)︸ ︷︷ ︸

Rges,quad

V̇2 = 0

(3.12)
This is a quadratic function in terms of the volume flow V̇, which can be solved explicitly.
Hereby, one of the solutions has no physical interpretation and can be neglected. So the
volume flow in steady state V̇s can be expressed as a function of un:

V̇s(un) =
βun − Rstack,lin

2Rges,quad
+

√√√√(
βun − Rstack,lin

2Rges,quad

)2

+
αun − ρg(htank − htank,in)

Rges,quad

where un = u0.9
pump

(3.13)

So in combination with the correction function un = u0.9
pump, the steady state flow V̇s can

also be expressed as a function of the pump control voltage upump.
Using all the previously identified parameters in equation (3.13) to calculate the steady
state of the volume flow doesn’t fit well to the measured data. The reason is not entirely
clear. Further investigations would be needed to identify the reason for this mismatch.
To get a parameter set, which better fits to the data, an optimization based approach
which considers all the measured data at once is used. Therefore, the equations (3.8),
(3.9) and (3.12) are used. By the assumption that the pump parameters are correctly
identified, so the optimization vector xpar contains only the parameters htank, htank,in,
hstack,in, hstack,out and the flow resistances for positive and negative electrolyte side. The
heights are included into the optimization vector, because some of them are not easy to
measure directly. Heights or height differences which were measured are included into a
cost function Jh = ∑Nh

i=1(hi − hi,meas)
2. For equation (3.12) the left-hand side is used as a

14



3.1. Modelling of the hydraulics

model error measure e1,i for the i-th measurement data point.

e1,i = ρg(htank − htank,in)+∆ppump(upump,i, V̇i)−Rstack,linV̇i − (Rfeed +Rstack,quad +Rreturn)V̇2
i

(3.14)
The error measures e2,i and e3,i are the measured pressure minus the pressure predicted
by the equations (3.8) and (3.9).

e2,i = pN2 − ρg∆hreturn + RreturnV̇2
i − pstack,out,i (3.15)

e3,i = pN2 + ρg(htank − hstack,in) + ∆ppump(upump,i, V̇i)− RfeedV̇2
i − pstack,in,i (3.16)

Since there are two hydraulic circuits, there are the same error measures for both sides,
e+,1,i, e+,2,i and e+,3,i for the positive electrolyte side, and e-,1,i, e-,2,i and e-,3,i for the negative
electrolyte side. By summing up the squared error over all measurement points taken for
each of the hydraulic circuits and adding the costs for the incorporation of the heights
weighted by wh to bring the terms to similar orders of magnitude, one gets the cost
function:

J(xpar) =
N+

∑
i=1

(e2
+,1,i(xpar) + e2

+,2,i(xpar) + e2
+,3,i(xpar))

+
N-

∑
i=1

(e2
-,1,i(xpar) + e2

-,2,i(xpar) + e2
-,3,i(xpar))

+ wh Jh(xpar)

(3.17)

Here, the number of measurement points for the positive side is N+ and the negative side
is N-. This optimization problem could be rewritten as a quadratic program or simply be
solved by any unconstrained optimization solver like for example Matlab’s fminsearch.
Figure 3.8 and 3.9 show the determined model compared to the stationary measurement
points for both hydraulic circuits respectively. The model seems to fit to the data quite
well, with only small deviations.
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3. Hydraulics

Figure 3.8.: Measurements of the positive electrolyte side compared with the fitted model.

Figure 3.9.: Measurements of the negative electrolyte side compared with the fitted model.
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3.1. Modelling of the hydraulics

3.1.3. Modelling of the dynamic behaviour of the hydraulic system

To describe the transitions between different steady state operating points V̇s the modelling
of the dynamic behaviour is essential. By considering the inertia of the incompressible
fluid and the pump’s dynamic characteristics itself, the dynamics of the volume flow V̇
can be described as a second order delay element [8]:

V̇s(un(t − tdead)) = V̇ + 2TD
dV̇
dt

+ T2 d2V̇
dt2 (3.18)

The time constant T and the damping constant D are parameters, which can be determined
with a least squares approach and the use of an unconstrained solver like for example
Matlab’s fminsearch. There is also a small dead time in the system tdead, which probably
comes from transmission delay on the sensor and actor side. Figure 3.10 shows the fitted
dynamic behaviour compared to the measurements and the quasi stationary value for the
given control voltage. It can be seen that the dynamic behaviour can be captured quite
well.

Figure 3.10.: Comparison of measured data with the modelled data.
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3. Hydraulics

3.2. Control design and validation

In this section a control structure based on the developed model (section 3.1) is introduced
in section 3.2.1. In section 3.2.2 the control structure is tested at the redox flow battery test
bench, described in chapter 2.

3.2.1. Control design

There are two goals for the control structure:

• Tracking of the reference volume flow V̇ref
• Avoiding damage to the membrane due to high pressure differences

The first step for the control structure is a static feedforward control, which is developed
based on the developed model. By using equation (3.12) and solving for un instead of
solving for V̇, un as a function of V̇ is obtained:

un(V̇) = −βV̇
2α

+

√(
βV̇
2α

)2

− 1
α

(
ρg(htank − htank,in)− Rstack,linV̇ − Rges,quadV̇2

)
(3.19)

This function can be used for the feedforward control action, but one has to calculate back
to the real control voltage of the pump upump using the inverse of the correction function
(see equation (3.6) ).

uff(V̇) = [un(V̇)]
1

0.9 (3.20)

This feedforward control is applied to the side, where the volume flow is measured, which
is the positive electrolyte side here. To compensate the effect of model uncertainties, a
feedback PI-controller is used. The control error for this PI-controller is the difference
of a filtered Vref and the measured volume flow V̇+. The filter uses the plant’s dynamic
characteristics (see equation (3.18) ) and applies it to the reference signal. This filtered
signal is for a well determined model a good estimate for the expected measurements, if
only the feedforward control action would be applied. So the PI-controller only has to
compensate for deviations due to model error.
Because both hydraulic circuits of the system are very similar to one another, the corre-
sponding control signals also have to be very similar. Therefore the control signal of the
positive electrolyte side is used as a feedforward control action for the negative electrolyte
side.
Because there are no pressure measurements in the stack, the pressure across the mem-
brane can not be measured or controlled directly. But if the pressure difference between
the inlets and the pressure difference between the outlets of the stack are small, also
the pressure difference across the membrane has to be small. To reduce the variables to
control, the flow resistances from the stack outlets to the tank have to be tuned manually
with the needle valves, such that a small pressure difference at the inlets also leads to an
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3.2. Control design and validation

small pressure difference at the outlets of the stack. With that tuning, it is enough to only
control the pressure difference at the inlets of the stack. The pressure difference between
the inlets of the stack is controlled via a second PI controller towards zero. The proposed
control structure can be seen in Figure 3.11.

Figure 3.11.: Structure for the control of the hydraulics.

3.2.1.1. Predictive reference limitation

The proposed structure has one weakness. The two hydraulic circuits are not exactly the
same. It might happen that the hydraulic circuit responsible for the pressure difference
control is weaker, meaning the same control voltage leads to less flow and so less pressure
at the inlet of the stack. Since the control voltage for the pumps is limited, it might happen
that the hydraulic circuit for pressure difference control goes into saturation first. In this
situation, the controller can’t regulate the pressure difference anymore. Figure 3.12 shows
this effect in the simulation for the determined parameter set. The reference signal for the
volume flow hereby is a combination of two step signals and a sinusoidal signal. From 65

seconds to 80 seconds, the pressures at the stack inlets differ a lot.

One easy solution for this problem would be to do the flow tracking with the weaker
hydraulic circuit and control the pressure difference with the other one. For this, the flow
sensor has to be moved to the other hydraulic circuit. This would be possible for the redox
flow test bench, but might not be easily possible in general. Also, the parameters of the
system might drift over long time scales due to abrasion and deposit. This could change
the system such that the explained condition occurs.
One way to solve this problem, without changing the hardware, is to limit the reference
for the volume flow. This is done here by predicting, if the reference will lead to the
weaker hydraulic circuit reaching it’s limit.
The predictive reference limitation uses the last calculated values of the two PI controllers
and the pre-calculated feedforward control action for the reference V̇ref to predict if the
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3. Hydraulics

Figure 3.12.: Result of the simulation without reference limitation.

maximal control voltage will be reached. If for a given reference the maximal control
voltage is reached, the limit for the reference V̇lim is lowered until the inequality

uff(V̇lim) + uPI,V̇ + uPI,∆p < umax − ∆usafe (3.21)

is fulfilled. Hereby ∆usafe is introduced to limit the reference slightly below the actual
saturation voltage umax such that there is a small buffer where the PI controller reducing
the pressure difference can work. This avoids a big overshoot of the pressure difference
for rapid change of the reference.
By limiting the reference signal in this way, the pressure difference can be kept small, as
Figure 3.13 shows. The reference signal for the volume flow is the same as in Figure 3.12,
but now the limitation hinders the positive electrolyte side to rise to values where the
pressure difference can’t be controlled anymore. Since the two hydraulic circuits are not

Figure 3.13.: Result for the pressures from simulation with the predictive reference limitation.

exactly identical and only the pressure difference at the inlets of the stack is measured,
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3.2. Control design and validation

the pressure difference at the outlets might not be zero. But by adjustment of the needle
valves while operation at a high volume flow the two hydraulic circuits can be matched
quite well.

3.2.2. Validation on test bench

For the experiment on the test bench, the settings for the 2 PI controllers in Table 3.1
were used. For delay and filtering of the reference for the volume flow PI controller, the
determined dead time was 2s and the system dynamics transfer function discretized by
the zero-order-hold method to replicate the sampling behaviour of the data acquisition
system was

H(z) =
0.2769z + 0.1184

z2 − 0.6811z + 0.0765
. (3.22)

controller proportional Kp integration time Ti
volume flow 1 · 104 V

m3/s 0,009 min
pressure difference −2 · 10−5 V

Pa 0,01 min

Table 3.1.: Controller settings for the experiments on the test bench.

By inspection of figure 3.14 it can be seen that the proposed controller fulfils its two
objectives. The first one, the tracking of a reference volume flow, can be seen in the upper
plot. In the second plot, one can see that the measured pressures at the inlets are close to
each other all the time. Since the return pipe flow resistances are matched with the needle
valves also the outlet pressures are close to one another.

The volume flow controller was also tested against an ordinary PI-controller parametrized
with the T-sum rule and an additional tuning. The parameters of this controller were
Kc = 0.15 V

ml/min and Ti = 0, 0227 min. The comparison of the two controllers can be
seen in Figure 3.15. Three different step-wise changes of the reference were carried out.
It can be seen that the proposed controller follows the reference after the dead time of
the system pretty rapidly compared to the PI-controller. It only takes the model-based
controller about 4 seconds to reach a value acceptable close to the reference, while the
PI-controller takes at least 10 seconds to reach the same values. But in terms of accuracy,
the PI-controller is better for some time, when there is a reference step downwards. The
reason is that the dynamics of the system do behave slightly different for a pump speed
increase than a decrease. This leads to a mismatch in the estimated dynamic parameters
and leading to the PI-controller reacting to early to the not yet settled transient behaviour
and therefore leading to this transient behaviour of the volume flow.

Figure 3.16 shows the effect of the reference limitation implemented on the test bench.
The limitation can be seen in action after t=3525s. Although the pressure difference is
hold in tolerable bounds of ±0.02bar, the limitation doesn’t work nearly as good as
in the simulation. The reason might be that the predictive reference limitation doesn’t
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3. Hydraulics

Figure 3.14.: Upper plot shows the reference tracking performance of the proposed controller. The lower
plot shows the corresponding pressure measurements at the inlets and outlets.

consider any of the dynamics. The prediction causes a feedback loop, which leads to this
oscillating behaviour. To avoid this behaviour a more conservative approach with a fixed
limit, determined by slowly increase of the reference volume flow until the first pump
reaches their upper limit. The fixed limits will be used instead in the rest of this work and
are also suggested to be used if no deposit of the electrolytes is expected.
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3.2. Control design and validation

Figure 3.15.: All plots show the plants the response of the plant for a sudden reference change of different
heights. The proposed model-based controller was compared to a PI-controller parametrized
with the T-sum rule, followed by some fine-tuning.
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3. Hydraulics

Figure 3.16.: The upper plot shows the volume flow for the reference limitation in action. The lower plot
shows the corresponding pressure measurements.
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4. Electro-Chemistry

The key process in the investigated redox flow battery are the two redox reactions hap-
pening in the cells, either for charging in the one direction or for discharging in the
other direction. Hereby anthraquinone-2,6-disulfonate AQDS and anthrahydroquinone-
2,6-disulfonate AHQDS are the reactants in the negative electrolyte reaction. The posi-
tive electrolyte reactants are methoxyquinonesalt MQS and methoxyhydroquinonesalt
MHQS.

pos. electrolyte reaction: MHQS
charge
⇄

discharge
MQS + 2H+ + 2e− (4.1)

neg. electrolyte reaction: AQDS + 2H+ + 2e−
charge
⇄

discharge
AHQDS (4.2)

The H+ ions hereby are able to diffuse through the membrane, while the electrons have
to take their way through the outer electric circuit. These chemical reactions store energy
for charging and release it for discharging. To know how much energy is stored in the
whole battery the knowledge of the State-of-Charge SOC is important. So the main goal
of this chapter is the development of method for the determination of the State-of-Charge
SOC, which is not directly measurable. It is defined as

SOC =
Q

Qmax
, (4.3)

where Q is the amount of charging currently stored in the battery and Qmax is the maximal
storable charge. In theory Qmax should be known, due to the amount of redox active
substance added in the filling process. But experiments showed, that only about two
thirds of the theoretical storable charge are really available directly after the filling of the
battery, the reason is not known. Some assumptions could be a limited purity of the redox
active substances or oxidation happening while filling of the battery. Additionally the
maximal storable charge Qmax is decreasing very slowly over time, also here the reason is
not known. For this reason, also the determination of Qmax is a goal of this chapter.
The SOC and Qmax are both associated with the amount of the different species in the
electrolytes. Since the redox flow battery consists of two electrolytes, both values can be
defined for both electrolytes separately. By the definition of the SOC and Qmax for both
electrolytes separately it is possible to determine which electrolyte limits the amount
which can be charged and discharged and to also describe imbalances between the two
electrolytes. So the State-of-Charge and maximal storable charge for the positive electrolyte,
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4. Electro-Chemistry

SOC+ and Qmax,+, and the negative electrolyte, SOC− and Qmax,-, can be defined by:

SOC+ =
cMQS,cellVstack + cMQS,tankVtank

(cMQS,cell + cMHQS,cell)Vstack + (cMQS,tank + cMHQS,tank)Vtank
(4.4)

Qmax,+ = zF [(cMQS,cell + cMHQS,cell)Vstack + (cMQS,tank + cMHQS,tank)Vtank] (4.5)

SOC− =
cAHQDS,cellVstack + cAHQDS,tankVtank

(cAHQDS,cell + cAQDS,cell)Vstack + (cAHQDS,tank + cAQDS,tank)Vtank
(4.6)

Qmax,- = zF [(cAHQDS,cell + cAQDS,cell)Vstack + (cAHQDS,tank + cAQDS,tank)Vtank] (4.7)

Hereby ci,cell and ci,tank are the concentrations in mol
m3 of the i-th species in the cells and

tank assuming perfect mixing with the volume of all the cells combined Vstack and the
tank volume Vtank. Electrolyte in the pipes here is considered negligible compared to the
tank and stack volumes or can be seen as an tank extension. The number of electrons
participating in the reaction z = 2 and the Faraday constant F link the amount of redox
active substance to the corresponding charge according to Faraday’s law of electrolysis.
So for known concentrations, it would be possible to calculate the SOC and Qmax for
both electrolytes, but the concentrations can also not be measured directly. Therefore in
section 4.1 a model is developed, which describes the evolution of these concentrations
and their effect on the measurements taken by the redox probes and cell voltage mea-
surement. This model is parametrized using experimental data in section 4.2. Based on
this parametrized model, a nonlinear state observer from literature is adapted to estimate
these concentrations in section 4.3.

4.1. Modelling of the electro-chemical behaviour

There are different models describing redox flow batteries already developed, mainly
specifically for all-vanadium flow batteries. Three different model categories describing
the behaviour of redox flow batteries can be found in literature, namely equivalent circuit
systems, distributed parameter systems and lumped parameter systems [9]. Distributed
parameter systems are computational intense and quite complex. They deliver a more
detailed spacial distribution of the concentrations, which is useful for design purposes.
But the complexity in combination with real-time operation is not suited for control
purposes. Equivalent circuit models, which describe the behaviour of the battery by
an equivalent electric circuit with different ideal components, do not allow a detailed
look at the underlying chemical processes and are therefore not useful to determine the
wanted concentrations. Lumped parameter systems are a good compromise between
model complexity, accuracy and insight into the underlying chemistry. So the model
developed here will be a lumped parameter model, using only the concentrations in
the tanks and the stack. This assumes that the electrolytes in the tank and the stack
are perfectly mixed. The ideal assumption, that only H+ ions can diffuse through the
membrane, doesn’t hold in reality. Instead also molecules of the redox active substances
diffuse through the membrane, but at a very slow base. How fast this happens and what
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4.1. Modelling of the electro-chemical behaviour

reactions happen after the diffusion is not known at the moment and and thus content of
current fundamental research. Due to this missing knowledge about the diffusion through
the membrane and the resulting reactions of the electrolytes, the diffusion of reactants
through the membrane is neglected in this work. Instead, all losses are considered to
be losses due to shunt currents, which are modelled first, in section 4.1.1. Based on
the underlying chemical reactions of the electrolytes in equation (4.1) and (4.2) a model
describing the temporal evolution of the concentrations is developed in section 4.1.2. The
concentration dependence of the redox potentials measurements at the redox probes is
modelled in section 4.1.3. The modelling of the cell voltage is done in 4.1.4.

4.1.1. Modelling of shunt currents

Shunt currents are parasitic currents due to the structure of battery stacks of a flow battery.
A schematic depiction of the stack structure can be seen in figure 4.1, which illustrates
the flow of these shunt currents. The electrolytes are pumped into the stack, where they
are distributed to the individual cells. The return flows of all the cells join again after
getting pumped through the cell. This hydraulic parallel structure in combination with
the non-zero conductivity of the electrolytes leads to electrically conducting paths from
one cell to all the other cells over the electrolyte filled channels and manifolds for shunt
currents to flow and to continuously discharge the battery.
To minimize these shunt currents, the channels between the cells and the distribution or
collection pipes are designed to increase the effective path length and therefore increase
the ohmic resistance linked to these channels. For example, the stack of the test bench
used, see chapter 2, has serpentine like channels.

Figure 4.1.: Schematic depiction of the battery stack showing how the hydraulic parallel structure of the 8

cells leads to parasitic paths for shunt currents to flow.

To model the effects of these shunt currents different approaches are used in literature.
One way is to use an electrical circuit diagram with resistances corresponding to channels,
manifolds and cells, e.g. [10]. This approach allows to distinguish the different shunt
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currents from cell to cell, but at the cost of a lot of unknown model parameters. Therefore
in this thesis the effects of shunt currents are considered by one equivalent resistance Rloss
in parallel to the stack, causing a parasitic current Iloss, proportional to the stack voltage
Ustack, discharging the battery:

Iloss =
Ustack

Rloss
(4.8)

The underlying assumption here is that the overall effect of the shunt currents is linear
with the stack voltage Ustack.

4.1.2. Modelling of the temporal evolution of the concentrations

The temporal evolution of the concentrations in the cells is based on the two basic electro-
chemical reactions in the equations (4.1) and (4.2). The reactions either happen in one or
the other direction, which is linked to the direction the current is flowing.

Figure 4.2.: Schematic depiction of the charge process in one cell of the battery stack.

Figure 4.2 depicts one single cell of the stack, consisting out of two half cells containing
the two different electrolytes in it. Due to an applied cell voltage a positive charging
current Icharge is flowing. The shunt current losses are considered with the term −Ustack

Rloss
according to equation (4.8). Assuming no electrolyte flow through the cell, the rate
of change of the amount of the different species in the respective half cell dni,cell

dt , for
i ∈ {MHQS, MQS, AQDS, AHQDS} is proportional to the current. It can be expressed
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according to the chemical reaction equations and Faraday’s law of electrolysis, with:

dnMQS,cell

dt
=

(
Icharge − Ustack

Rloss

)
zF

(4.9)

dnMHQS,cell

dt
= −

(
Icharge − Ustack

Rloss

)
zF

(4.10)

dnAHQDS,cell

dt
=

(
Icharge − Ustack

Rloss

)
zF

(4.11)

dnAQDS,cell

dt
= −

(
Icharge − Ustack

Rloss

)
zF

(4.12)

Here, z is the number of electrons transferred per reaction, which are two electrons
for both of the given reactions. The Faraday constant F = 96485Asmol−1 is linking the
amount of substance of single charged ions to the corresponding charge.
By further considering the volume flow through the cell V̇±

Ncells
, one gets:

dnMQS,cell

dt
=

V̇+

Ncells
(cMQS,tank − cMQS,cell) +

(
Icharge − Ustack

Rloss

)
zF

(4.13)

dnMHQS,cell

dt
=

V̇+

Ncells
(cMHQS,tank − cMHQS,cell)−

(
Icharge − Ustack

Rloss

)
zF

(4.14)

dnAHQDS,cell

dt
=

V̇−
Ncells

(cAHQDS,tank − cAHQDS,cell) +

(
Icharge − Ustack

Rloss

)
zF

(4.15)

dnAQDS,cell

dt
=

V̇−
Ncells

(cAQDS,tank − cAQDS,cell)−

(
Icharge − Ustack

Rloss

)
zF

(4.16)

This assumes equal distribution of the volume flow among all cells, which should be
approximately true for a properly designed stack. Here Ncells is the number of cells in the
stack and ci,cell and ci,tank, for i ∈ {MHQS, MQS, AQDS, AHQDS}, are the concentrations
of the species in cell and tank, respectively. The concentrations can be expressed by:

ci,cell =
ni,cell

εporVcell
(4.17)

ci,tank =
ni,tank

Vtank
(4.18)

Here Vtank is the volume of the electrolyte in the tank, Vcell is the volume of one half
cell, determined from design plans of the stack, and εpor accounts for the porosity of the
carbon felts in the cells, which leaves less space in the half cell for the electrolyte. εpor is a
parameter, to be determined by experiments.
It is assumed in this work, that all the cells have the same concentration of species and
are described in the same way. This can also be interpreted that all cells behave like an
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averaged cell. By combining equation (4.17) with equations (4.13)-(4.16) one gets

Vstack
dcMQS,cell

dt
= V̇+ (cMQS,tank − cMQS,cell) +

(
Icharge − Ustack

Rloss

)
Ncells

zF
(4.19)

Vstack
dcMHQS,cell

dt
= V̇+ (cMHQS,tank − cMHQS,cell)−

(
Icharge − Ustack

Rloss

)
Ncells

zF
(4.20)

Vstack
dcAHQDS,cell

dt
= V̇− (cAHQDS,tank − cAHQDS,cell) +

(
Icharge − Ustack

Rloss

)
Ncells

zF
(4.21)

Vstack
dcAQDS,cell

dt
= V̇− (cAQDS,tank − cAQDS,cell)−

(
Icharge − Ustack

Rloss

)
Ncells

zF
(4.22)

with Vstack = NcellsεporVcell. The concentrations in the tanks can be described in a similar
way:

Vtank
dci,tank

dt
= V̇± (ci,cell − ci,tank ) , for i ∈ {MHQS, MQS, AQDS, AHQDS} (4.23)

By summarizing the cell concentrations and the tank concentrations in one state vector

x =



cMQS,cell
cMHQS,cell
cAHQDS,cell
cAQDS,cell
cMQS,tank

cMHQS,tank
cAHQDS,tank
cAQDS,tank


(4.24)

the equations can be expressed by the following dynamic system:

d
dt

x =



−V̇+
Vstack

0 0 0 V̇+
Vstack

0 0 0

0 −V̇+
Vstack

0 0 0 V̇+
Vstack

0 0

0 0 −V̇−
Vstack

0 0 0 V̇−
Vstack

0

0 0 0 −V̇−
Vstack

0 0 0 V̇−
Vstack

V̇+
Vtank

0 0 0 −V̇+
Vtank

0 0 0

0 V̇+
Vtank

0 0 0 −V̇+
Vtank

0 0

0 0 V̇−
Vtank

0 0 0 −V̇−
Vtank

0

0 0 0 V̇−
Vtank

0 0 0 −V̇−
Vtank


x +

Ncells

zFVstack



1
−1
1
−1
0
0
0
0


(

Icharge − Ustack

Rloss

)

(4.25)
This dynamic model now describes the temporal evolution of the concentrations depend-
ing on the volume flow and the charging current. To derive now a full dynamic model
describing, the outputs of the system have to be modelled, which are the measurements
taken. So the next step is to link this concentrations to the measurements taken at the
redox probes and the cell voltage, which will be done in section 4.1.3 for the redox probes
and in section 4.1.4 for the cell voltage respectively.
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4.1.3. Modelling of the potentials measured by the redox probes

Different concentrations of the redox active species in the electrolytes result into different
electro-chemical potentials or also called redox potentials. These potentials are measurable
with respect to a reference electrode. The redox potentials for redox flow battery test
bench, see chapter 2, are measured by redox probes, which use an Ag/AgCl reference
electrode. To describe these measured potentials typically Nernst’s equation is used. It
links the concentration of the redox active substances to the measured potential. Due
to the location of the redox probes the relevant concentrations for modelling are the
concentrations in the tanks. For the potential at the redox probe of the negative-side
electrolyte E− Nernst’s equation is

E− = E0− +
RT
zF

ln
(

cAQDS, tank

cAHQDS, tank

)
= E0− +

RT
zF

ln
(

x8

x7

)
(4.26)

as an expression of our state variables. Here R = 8.314 J
molK is the universal gas constant,

T is the temperature of the electrolyte in Kelvin and E0− is the formal potential of the
negative-side electrolyte, which corresponds to the value measured for equal concentra-
tions cAHQDS, tank = cAQDS, tank .
The potential for the redox probe of the positive-side electrolyte E+ is described by

E+ = E0+ +
RT
zF

ln
(

cMQS, tank

cMHQS, tank

)
= E0+ +

RT
zF

ln
(

x5

x6

)
(4.27)

with the formal potential E0+ for the positive-side electrolyte. E0+ and E0− are unknown
model parameters to be determined, see section 4.2.1.1. Unfortunately the redox probes
tend to drift slowly over time and therefore recalibration is needed frequently, approxi-
mately every month.
So these two output equations for our dynamic system linking our state variables the
different concentrations to the redox potential measurements.

4.1.4. Modelling of the cell voltages

Another measurement which can be described as an output to the dynamic system is the
cell voltage Ucell. To be more precise here the averaged cell voltage derived from the stack
voltage Ustack and number of cells Ncells is considered here:

Ucell =
Ustack

Ncells
(4.28)

Given that there is no external electric circuit attached, so the electric current flowing
through the cell is zero, the cell voltage settles at the so called Open-Circuit-Voltage UOCV.
Section 4.1.4.1 describes the modelling of the Open-Circuit-Voltage.
Now for the current Icharge flowing through the cell the cell voltage deviates from the
Open-Circuit-Voltage by the so called overpotentials η:

Ucell = UOCV + η (4.29)
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Overpotentials η describe the difference between the cell voltage Ucell and the Open-
Ciruit-Voltage UOCV, when current is flowing. For charging the overpotentials are positive
η > 0V and for discharge they are negative η < 0V. For redox flow batteries three kinds
of overpotentials are relevant, namely ohmic, activation and concentration overpotentials.
The sum of them leads to the total overpotentials η.

η = ηohm + ηact + ηcon (4.30)

The modelling of ohmic overpotentials is described in section 4.1.4.2, the modelling of ac-
tivation overpotentials in section 4.1.4.3 and the modelling of concentration overpotentials
in section 4.1.4.4.

4.1.4.1. Open-Circuit-Voltage

For calculation of the Open-Circuit-Voltage UOCV the redox potentials of the two elec-
trolytes in their corresponding half cell can be used. The positive half cell potential E+,cell
and the negative half cell potential E-,cell can also be computed by Nernst’s equation:

E+,cell = E0+ +
RT
zF

ln
(

cMQS,cell

cMHQS,cell

)
(4.31)

E-,cell = E0− +
RT
zF

ln
(

cAHQDS,cell

cAQDS,cell

)
(4.32)

Here E0+ and E0− are the positive and negative electrolytes formal potentials with respect
to an Ag/AgCl-electrode reference. Here again R is the universal gas constant, T is
the absolute temperature of the electrolyte, z is the number of electrons transferred per
reaction and F is Faraday’s constant.
Following electrochemical theory the Open-Circuit-Voltage is expressed by the difference
between the two half cell potentials. Hereby the potential of the reference electrode,
implicitly contained in the formal potentials, gets cancelled out. So for no electric current
flowing and pumping the electrolytes for long enough time through the stack, the con-
centrations in tank and stack should be the same and therefore the difference between
the redox probe measurements should be equal to the measured Open-Circuit-Voltage.
However, in the conducted measurements for different States-of-Charge showed, that
there is a linearity error between the Open-Circuit-Voltage calculated from the redox
probes and the one measured in the cell, which can be seen in Figure 4.3. The plot shows
data points picked from two experiments, where the battery is stepwise discharged or
charged followed by some time with zero current, and a line fitted into the data points.
The Open-Circuit-Voltage OCV measured in the cell is plotted over the OCV from the
difference redox probe measurements. Appendix A.4 explains the conducted stepwise
charge and discharge experiments in more detail.

The reason for this linearity error is not clear entirely, but it might have to do with not
ideal properties of the reference electrodes and that the electrode properties differ between
the cells carbon felt electrodes and the redox probes.
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4.1. Modelling of the electro-chemical behaviour

Figure 4.3.: Linear relationship between the OCV of the probes and the OCV measured in the cell.

To compensate for this linearity error, the correction can be done by using the equation of
the line fitted to the data points to calculate the Open-Circuit-Voltage UOCV:

UOCV = kOCV [E+,cell − E-,cell] + dOCV (4.33)

Here kOCV is the slope correction parameter and dOCV corrects for the offset. Both param-
eters are determined by linear regression of the measurement data.
So by inserting the half cell potentials and the state variables, the Open-Circuit-Voltage
can be computed by:

UOCV = kOCV

[
E0+ − E0− +

RT
zF

ln
(

x1

x2

x3

x4

)]
+ dOCV (4.34)

So the Open-Circuit-Voltage, which is the cell voltage for no electric current flowing, can
now be linked to the state variables. The following sections now consider the effects of
current flowing through the cell, the different overpotentials.
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4.1.4.2. Ohmic overpotential

The ohmic overpotential, or also often the ohmic losses, includes all internal ohmic
losses of the cell, like the resistance of the electrodes, the electrolyte and the membrane.
This different resistances are lumped here into one resistance, describing the total ohmic
behaviour of the cell. Some studies indicate that the resistances might change over time and
also differ between charging and discharging [11]. For simplicity the ohmic overpotential
ηohm are modelled here only to be different for charging and discharging. So the ohmic
overpotential is calculated by

ηohm =

{
Rcharge · Icharge for Icharge ≥ 0
Rdischarge · Icharge for Icharge < 0

(4.35)

with the charging resistance Rcharge and discharge resistance Rdischarge.

4.1.4.3. Activation overpotential

The activation overpotential is the overpotential required to overcome the activation
energy at an electrode for the redox reaction to happen, producing a given current. So
basically for both electrodes a separate activation overpotential has to be overcome. The
activation overpotentials are typically described by the Butler-Volmer equation, which is
an implicit function linking the activation overpotential to the flowing current density at
each electrode.
Starting with the positive electrode overpotential ηact,+ the Butler-Volmer equation looks
like that:

Icharge = I0,+

[
exp

(
(1 − α+)zF

RT
ηact,+

)
− exp

(
−α+zF

RT
ηact,+

)]
(4.36)

The charge transfer coefficient α+ models the asymmetry of the speed between reaction di-
rections, charging or discharging reaction, at the electrode. The so called exchange current
I0,+ is in general depending on the used electrode and is depending on the concentrations
of the reactants in the electrolyte. This concentration dependence is modelled here by:

I0,+ = zFAe k0,+ c1−α+
MQS,cell cα+

MHQS,cell = zFAe k0,+ x1−α+
1 xα+

2 (4.37)

Here Ae is the effective electrode area and k0,+ is the standard rate constant. This concen-
tration dependence is modelled here similar to the expression for one electron processes
in [12].
Due to the implicit character of the Butler-Volmer equation, solving for the positive
electrode activation overpotential ηact,+ is quite time-consuming and therefore disadvanta-
geous for usage in parameter estimation problems. To avoid this problem here, a function
approximation is used to calculate the activation overpotential at the positive electrode.

ηact,+ =


RT

(1−α+)zF sinh−1
(

Icharge
2I0,+

)
Icharge ≥ 0

RT
α+zF sinh−1

(
Icharge
2I0,+

)
Icharge < 0

(4.38)
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Figure 4.4 shows the Butler-Volmer equation and the used approximation in one plot for
several different symmetry factors α+. The approximation shows only small deviations
from the correct solution, which legitimises using it instead of the Butler-Volmer equation.

Figure 4.4.: Charging current Icharge over the applied activation overpotential ηact,+ for different values of
the symmetry factor α+ to compare Butler-Volmer equation with the proposed approximation in
equation (4.38).

The activation overpotential for the negative electrode can be described similarly. The
only thing to consider is that the direction of the charging current points in the opposite
direction to the assumed current direction in the Butler-Volmer equation, so one gets the
equation

−Icharge = I0,-

[
exp

(
(1 − α-)zF

RT
ηact,-

)
− exp

(
−α-zF

RT
ηact,-

)]
(4.39)

with the corresponding charge transfer coefficient α- and the exchange current calculated
by

I0,- = zFAe k0,- c1−α-
AQDS,cell cα-

AHQDS,cell = zFAe k0,- x1−α-
4 xα-

3 (4.40)

By using the same approximation as in equation (4.38) one gets:

ηact,- =


RT

(1−α-)zF sinh−1
(−Icharge

2I0,-

)
Icharge < 0

RT
α-zF sinh−1

(−Icharge
2I0,-

)
Icharge ≥ 0

(4.41)

The total activation overpotential ηact can now be computed by:

ηact = ηact,+ − ηact,- (4.42)
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Note that the activation overpotential of the negative side has to be considered here
with a minus, because of the definition of the current and overpotential direction for the
Butler-Volmer-equation.

4.1.4.4. Concentration overpotential

Concentration overpotentials are also called transport overpotentials. They are linked
to the transport limitation of reactants from the bulk electrolyte to the electrode surface
[13], where the reactions happen. They get dominant if the current converts the reactants
faster than they can be delivered to the electrode, which is the case for high currents,
low concentrations of the reactants or the volume flow of the electrolytes is to small. So
they get especially important at the end of a charging or discharging cycles, which can be
seen in the experiments in Appendix A.2 and A.3. Since also the volume flow influences
the concentration overpotentials in general a higher volume flow is necessary for these
operating points.
One common way to describe the concentration overpotentials is to express them in terms
of Nernst’s equation in combination with Fick’s law of diffusion [14]. In the following
steps, the overpotential caused by the limitation of MHQS for a charging cycle (Icharge > 0)
is derived. The derivations for the other species can be done similarly. The concentration
overpotential ηMHQS,con is a consequence of the consumption of a MHQS at the electrode
surface leading to a positive charging current. It is described with the concentrations of
MHQS at the electrode surface cMHQS,surf and in the bulk electrolyte solution in the stack
cMHQS,cell, which is our state variable:

ηMHQS,con =
RT
zF

ln
cMHQS,cell

cMHQS,surf
(4.43)

To describe the difference between bulk and surface concentration, Fick’s first law for one
dimension can be used, which states that the molar flux J is proportional to the negative
concentration gradient times a diffusivity constant D:

J = −D
dc
dx

(4.44)

The spatial derivative of the concentrations can be approximated with

− dc
dx

≈
cMHQS,cell − cMHQS,surf

δ
(4.45)

, where δ is the thickness of the diffusion layer. By introduction of the local mass transfer
coefficient km,MHQS = D

δ and linking the molar flux to the applied current towards an
equivalent plate electrode with area Ae one gets:

Icharge

zFAe
= km,MHQS (cMHQS,cell − cMHQS,surf) (4.46)

Note that by only using the effective electrode area Ae the local mass transfer coefficient
implicitly also contains the ratio between real surface area of the carbon felt electrode and
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the effective electrode area Ae. By combination of equation (4.43) and (4.46) the following
expression is obtained:

ηMHQS,con =

∣∣∣∣RT
zF

ln
(

1 −
Icharge

zFAe km,MHQS cMHQS,cell

)∣∣∣∣ , Icharge > 0 (4.47)

If the same derivation is also done for the other species, the concentration overpotentials
are computed by:

ηcon =


∣∣∣RT

zF ln
(

1 − Icharge
zFAe km,MHQS cMHQS,cell

)∣∣∣+ ∣∣∣RT
zF ln

(
1 − Icharge

zFAe km,AQDS cAQDS,cell

)∣∣∣ , Icharge > 0

−
∣∣∣∣RT

zF ln
(

1 − |Icharge |
zFAe km,MQS cMQS,cell

)∣∣∣∣− ∣∣∣∣RT
zF ln

(
1 − |Icharge |

zFAe km,AHQDS cAHQDS,cell

)∣∣∣∣ , Icharge ≤ 0

(4.48)
The local mass transfer coefficients km are dependent on the velocity the electrolyte is
pumped through the electrode. The studies [15, 16] suggest an expression like

km = κv0.4 (4.49)

for dependence on the velocity, where κ is a parameter to be determined. By substitution
of v = V̇

Aflow
and definition of a new parameter κ̄ = κ

A0.4
flow

, where Aflow is the cross-sectional

area of the flow through the electrodes in the stack, one gets

km = κ̄V̇0.4 (4.50)

as the dependency between the measured volume flow and the mass transfer coefficients.
By combining equation (4.48) with (4.50) and substituting in our state variables (4.52) one
gets

ηcon =


∣∣∣RT

zF ln
(

1 − Icharge

zFAe κ̄MHQS V̇0.4
+ x2

)∣∣∣+ ∣∣∣RT
zF ln

(
1 − Icharge

zFAe κ̄AQDS V̇0.4
- x4

)∣∣∣ , Icharge > 0

−
∣∣∣∣RT

zF ln
(

1 − |Icharge |
zFAe κ̄MQS V̇0.4

+ x1

)∣∣∣∣− ∣∣∣∣RT
zF ln

(
1 − |Icharge |

zFAe κ̄AHQDS V̇0.4
- x3

)∣∣∣∣ , Icharge ≤ 0

(4.51)
to calculate the total concentration overpotential.

4.1.5. Resulting electro-chemical model

This section summarizes all of the previous sections to give an overview of the electro-
chemical model developed. Figure 4.5 shows the structure for the simulation of the
electro-chemical model. Hereby the state vector x holding the concentrations is defined
by:

x =



cMQS,cell
cMHQS,cell
cAHQDS,cell
cAQDS,cell
cMQS,tank

cMHQS,tank
cAHQDS,tank
cAQDS,tank


(4.52)
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The dynamics of these concentrations are modelled by the Concentration model, which
is

d
dt

x =



−V̇+
Vstack

0 0 0 V̇+
Vstack

0 0 0

0 −V̇+
Vstack

0 0 0 V̇+
Vstack

0 0

0 0 −V̇−
Vstack

0 0 0 V̇−
Vstack

0

0 0 0 −V̇−
Vstack

0 0 0 V̇−
Vstack

V̇+
Vtank

0 0 0 −V̇+
Vtank

0 0 0

0 V̇+
Vtank

0 0 0 −V̇+
Vtank

0 0

0 0 V̇−
Vtank

0 0 0 −V̇−
Vtank

0

0 0 0 V̇−
Vtank

0 0 0 −V̇−
Vtank


x +

Ncells

zFVstack



1
−1
1
−1
0
0
0
0


(

Icharge − Ustack

Rloss

)

(4.53)
The first two output equations of the system, delivering E+ and E−, are described by the
Redox potential model, which consists of the two equations:

E+ = E0+ +
RT
zF

ln
(

x5

x6

)
(4.54)

E− = E0− +
RT
zF

ln
(

x8

x7

)
(4.55)

The third output of the system the cell voltage Ucell is calculated by the sum:

Ucell = UOCV + ηohm + ηact + ηcon (4.56)

The multiplication of the cell voltage with the number of cells Ncells, which gives the stack
voltage Ustack, is used as input for the concentration model.
The different terms adding up to the cell voltage are calculated by their own model. The
first term, the Open-Circuit-Voltage UOCV, is calculated by the OCV model, which is
described by the equation:

UOCV = kOCV

[
E0+ − E0− +

RT
zF

ln
(

x1

x2

x3

x4

)]
+ dOCV (4.57)

The ohmic overpotential model calculates ohmic overpotential ηohm by:

ηohm =

{
Rcharge · Icharge for Icharge ≥ 0
Rdischarge · Icharge for Icharge < 0

(4.58)

The activation overpotential model calculates the total activation overpotential ηact by:

ηact = ηact,+ − ηact,- (4.59)

ηact,+ =


RT

(1−α+)zF sinh−1
(

Icharge
2I0,+

)
Icharge ≥ 0

RT
α+zF sinh−1

(
Icharge
2I0,+

)
Icharge < 0

(4.60)

I0,+ = zFAe k0,+ c1−α+
MQS,cell cα+

MHQS,cell = zFAe k0,+ x1−α+
1 xα+

2 (4.61)

ηact,- =


RT

(1−α-)zF sinh−1
(−Icharge

2I0,-

)
Icharge < 0

RT
α-zF sinh−1

(−Icharge
2I0,-

)
Icharge ≥ 0

(4.62)

I0,- = zFAe k0,- c1−α-
AQDS,cell cα-

AHQDS,cell = zFAe k0,- x1−α-
4 xα-

3 (4.63)
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The concentration overpotential model calculates the concentration overpotential ηcon
by:

ηcon =


∣∣∣RT

zF ln
(

1 − Icharge

zFAe κ̄MHQS V̇0.4
+ x2

)∣∣∣+ ∣∣∣RT
zF ln

(
1 − Icharge

zFAe κ̄AQDS V̇0.4
- x4

)∣∣∣ , Icharge > 0

−
∣∣∣∣RT

zF ln
(

1 − |Icharge |
zFAe κ̄MQS V̇0.4

+ x1

)∣∣∣∣− ∣∣∣∣RT
zF ln

(
1 − |Icharge |

zFAe κ̄AHQDS V̇0.4
- x3

)∣∣∣∣ , Icharge ≤ 0

(4.64)

Since many of the model parameters are not known, section 4.2 will focus on the
parametrization of the whole model.

Figure 4.5.: Structure of the simulation of the electro-chemical model.
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4.2. Model parameter determination

Quite a lot of the parameters of the model derived in section 4.1 are not known and have
to be determined by a parameter optimization. Parameters to be determined are:

• The equivalent resistance accounting for the shunt current losses Rloss
• The electrode porosity ϵpor
• The two formal potentials at the redox probes E0+ and E0-
• The resistances for the ohmic overpotential Rcharge and Rdischarge
• The charge transfer coefficients for the activation overpotentials α+ and α-
• The standard rate constants k0,+ and k0,-
• The 4 parameters for the concentration overpotentials κ̄MHQS, κ̄MQS, κ̄AQDS and

κ̄AHQDS

All together this makes 14 model parameters to determine. Additionally also the initial
concentrations for the experiments used for the parameter estimation are unknown,
which would increase the total number of unknowns by 8 variables. But by choosing
measurement data, such that the charging current has been zero for a sufficient amount of
time, here 2 minutes, the assumption can be made that the cell and tank concentrations are
the same. This reduces the number of additional variables to only 4. So the total number
of unknown is 18.
To determine this unknown model parameters and the initial conditions a two step
optimization problem is formulated in section 4.2.1 and solved with an algorithm called
particle swarm optimization PSO, which is explained briefly in section 4.2.2. The results
are shown in section 4.2.3.

4.2.1. Formulation of the parameter estimation problem

The number of unknowns is quite high, leading towards an estimation problem difficult to
solve. Therefore, the parameter optimization problem is split into two separate problems.
This is possible because our system has multiple outputs, where the different model
parameters only or mainly influence one of the outputs. The first problem only uses the
redox probes as outputs of the system. This enables to determine the initial concentrations
and the relevant model parameters Rloss, E0+ and E0- (see section 4.2.1.1). The second
problem, see section 4.2.1.2, takes the already determined parameters and the initial
concentrations and determines the missing parameters, which all are linked to the cell
voltage. Here the cell voltage is used in the cost function. Note that for the second
optimization problem the same experiment as for the first one has to be used, because the
initial concentrations are now known for this experiment. The experiment used here can
be seen in Appendix A.3.

4.2.1.1. Parameter estimation using the redox probes measurements

The first optimization problem uses the Concentration model the Redox potential model
to simulate for the needed model parameters and initial conditions the redox potentials at
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the redox probes. The structure of this reduced simulation can be seen in Figure 4.6, with
the concentration model using the measured signals V̇+, V̇-, Icharge and Ustack as input
signals, to compute the concentrations x. Note that for simulation of the concentration
model the electrode porosity ϵpor is needed, but it is not included in the parameter vector.
Instead it is set to 0.9, which should be close to its real value according to literature.
The influence of ϵpor is small for the redox probes compared to the influence on the
cell voltage. Therefore the electrode porosity ϵpor will be determined by the second
optimization problem instead. Based on the concentrations x the redox potential model
calculates the corresponding redox potentials. Since also the initial concentrations are not

Figure 4.6.: Depiction of the simulation of the redox potentials.

known they have to be estimated as well. Instead of using the initial concentrations it
is advantageous to use the initial State-of-Charge for both electrolytes SOC+(t = 0) and
SOC-(t = 0) and the maximal concentrations in the electrolytes c+,max and c-,max instead.
It is easier to find reasonable boundaries for these variables, which are needed for the
particle swarm optimization. The State-of-Charge has to be between 0 and 1, and the
maximal concentrations can’t exceed the theoretical value known from the filling process.
The initial concentrations can be easily computed by:

cMQS(t = 0) = c+,maxSOC+(t = 0) (4.65)
cMHQS(t = 0) = c+,max (1 − SOC+(t = 0)) (4.66)
cAHQDS(t = 0) = c-,maxSOC-(t = 0) (4.67)
cAQDS(t = 0) = c-,max (1 − SOC-(t = 0)) (4.68)

The parameters to be determined are stored in the parameter vector xpar1:

xpar1 =



c+,max
c-,max

SOC+(t = 0)
SOC-(t = 0)

E0+
E0-

Rloss


(4.69)

The boundaries for the formal potentials E0+ and E0- can be defined by the maximum and
minimum value of the measured signal. The boundaries for Rloss are not that easy to set,
some trial and error is the easiest approach here.
The difference between the simulated redox potentials and the measured one can be used
to formulate the cost function of the optimization problem. Here the mean squared error
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will be used as cost function J1((xpar1)) here:

J1(xpar1) =

√√√√ 1
2N

N

∑
j=1

[(
E+,sim,j − E+,meas,j

)2
+

(
E-,sim,j − E-,meas,j

)2
]

(4.70)

Hereby N is the number of data points, and E+,sim,j, E+,meas,j, E-,sim,j and E-,meas,j are the
simulated and measured redox potentials at the data point j respectively.

4.2.1.2. Parameter estimation using the measurement of the cell voltage

To determine the remaining parameters, the second optimization problem uses the cell
voltage Ucell, which can be calculated from measured stack voltage Ustack by dividing
it by the number of cells Ncells. Almost all of the remaining unknown parameters only
influence the calculation of the cell voltage. The only exception is ϵpor, which has a minor
influence on the redox probes as well, but the influence on the cell voltage is much bigger.
The parameter vector is:

xpar2 =



ϵpor
Rcharge

Rdischarge
k0,+
α+
k0,-
α-

κ̄MQS
κ̄MHQS
κ̄AHQDS
κ̄AQDS


(4.71)

The particle swarm optimization needs predefined boundaries for the optimization prob-
lem. For the parameter ϵpor the boundaries can be set at 0.5 and 1 respectively. The
boundaries for the other parameters are difficult to set without any previous knowledge.
One option is to set the upper and lower boundaries quite far apart, some orders of
magnitude, and start the optimization process with a very limited amount of iterations.
If the final values of the parameters, derived by this limited optimization process, is a
good indicator in which range the optimal parameter values might lie. If a parameter is
close to a boundary it has to be extended. If the parameter is far from every boundary the
boundaries can be made tighter. Tight boundaries decrease the time for the optimization a
lot.
For a given parameter vector the cell voltage can be simulated. Figure 4.7 shows the princi-
ple structure of the simulation. The concentration model is calculating the concentrations
stored in the state vector x. Based on the concentrations the OCV model calculates UOCV.
The ohmic overpotential model calculates the ohmic overpotential ηohm from the charging
current Icharge. The activation overpotential model calculates ηact from Icharge and x. The
concentration overpotential model calculates ηcon from Icharge and x. By adding up UOCV
and all overpotentials one gets the cell voltage Ucell.
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Figure 4.7.: Depiction of the simulation of the cell voltage.

The costfunction J2(xpar2) for the optimization problem consists of a combination of the
mean square error and the maximum absolute error of the simulated cell voltage Ucell,sim,j
and the measured cell voltage Ucell,meas,j for the j-th data point.

J2(xpar2) =

√√√√ 1
N

N

∑
j=1

(
Ucell,sim,j − Ucell,meas,j

)2
+ cw max

j∈[1,N]

∣∣Ucell,sim,j − Ucell,meas,j
∣∣ (4.72)

Here N is the total number of data points used and cw, here chosen to be 0.5, is a weighting
factor to balance the influence of the different terms. The term with the maximum absolute
error showed to be helpful for the convergence of the optimization problem.

4.2.2. Particle Swarm Optimization

The described optimization problems in section 4.2.1 are not easy to optimize, because of
the high number of unknowns, the fact that the system is able to diverge in finite time due
to the non-linear output equations and multiple local optima deterministic optimization
algorithms are not suitable. Therefore Particle Swarm Optimization PSO was used, because
it is a quite simple meta-heuristic algorithm, which is able to overcome local optima. This
section briefly describes the working principle of Particle Swarm Optimization PSO. PSO is
an optimization algorithm imitating the behaviour of a swarm to find the optimum. Here
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the swarm consists of several particles, which are initialized with a random position in the
solution space of the optimization problem. Additionally each particle gets a velocity to
travel through the solution space, which is also initialized randomly. Now, the following
steps are all executed iteratively. Based on the position of the particles their costs are
computed by the costfunction. The position and the cost of the particle with the best costs
gets stored. Then the velocity and position of the particles gets updated. The velocity of
the i-th particle is updated by:

vn+1
i = wvn

i + c1r1

(
pn

best,i − pn
i

)
+ c2r2

(
pn

best,global − pn
i

)
(4.73)

Here vn+1
i is the velocity for the next iteration, where n is the number of the current

iteration. The part wvn
i is called inertia, because it uses the velocity of the current iteration

vn
i multiplied by the inertia coefficient w, which is decreased each iteration, by multiplying

it with a damping factor. The inertia term helps in overcoming local optima. The part
c1r1

(
pn

best,i − pn
i

)
represents an velocity component in the direction of the position, where

the particle experienced the best costs until now pbest,i. Here pn
i is the current position of

the particle, c1 is called the personal acceleration coefficient and r1 is a random number.
The part c2r2

(
pn

best,global − pn
i

)
introduces the influence of the other particles and is

responsible for the swarm behaviour. It is a velocity component in the direction of the
global best position pn

best,global yet. c2 is called social acceleration coefficient and r2 is again

a random number. The new position pn+1
i is computed by:

pn+1
i = pn

i + vn+1
i (4.74)

Then again the costs are calculated and the personal and global bests are determined. This
repeats until a termination condition is fulfilled or the maximal number of iterations is
reached. Note that it isn’t guaranteed, that the solution found might be stuck in a local
minima. So restarting the optimization process again might give a different result and
should be done to check the result.
Figure 4.8 depicts the update of velocity and position of one particle. The green arrows
hereby symbolise the different velocity components, which add up to the new velocity.
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Figure 4.8.: Update of velocity and position of one particle.

4.2.3. Results of the parameter estimation

By solving the optimization problems described in section 4.2.1.1 and section 4.2.1.2 with
Particle Swarm Optimization the solution from Table 4.1 for the model parameters is
obtained.

parameter unit value
E0+ V 0.3373

E0- V -0.0470

Rloss Ω 513.6
ϵpor - 0.9242

Rcharge Ω 0.0017

Rdischarge Ω 0.0503

k0,+
m
s 1.136e-05

α+ - 0.8344

k0,-
m
s 4.198e-06

α- - 0.3725

κ̄MQS

(
s2

m

)0.2
0.0203

κ̄MHQS

(
s2

m

)0.2
1.6213

κ̄AHQDS

(
s2

m

)0.2
0.5769

κ̄AQDS

(
s2

m

)0.2
1.5782

Table 4.1.: Determined model parameters.

The comparison of the measurements of the experiment from Appendix A.3 with sim-
ulation of the whole model from section 4.1.5 with the determined parameter set and
initial conditions leads to the result shown in Figure 4.9. Here the uppermost plot shows
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the measured charging current of the chosen experiment, which is used as input to the
simulation. The second plot shows the corresponding measured and simulated redox
potentials. It can be seen that the model is able to capture the behaviour of the negative
redox potential E- quite well. For the positive redox potential E+ the simulated model
deviates noticeable from the measurement for a high or low State-of-Charge. Especially
at the end of the charge processes the model error is high. Obviously the model is not
able to capture all characteristics of the positive electrolyte. The third plot shows the cell
voltage Ucell. The simulation and measurement of the cell voltage hereby have a quite
good agreement. Only at the end of charge and discharge cycles the model deviates from
the measurement significantly. One reason for these deviations is probably the fact, that
for low concentrations of one of the reactants the activity is much lower than 1, which
was implicitly assumed by the used version of Nernst’s equation in this thesis.
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Figure 4.9.: Results of the model parameter estimation.
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4.3. Online State-of-Charge estimation

The final goal of this chapter is to find a method for estimating the State-of-Charge SOC
online. Therefore a simple method using an inversion of Nernst’s equation is presented in
section 4.3.1. A more advanced method using an observer from literature is presented in
section 4.3.2.

4.3.1. Inversion of Nernst’s Equation for State-of-Charge estimation

A simple approach for estimating the SOCs of both electrolytes uses the redox potential
measurements. Starting from Nernst’s Equation for the positive-side electrolyte in equation
(4.27) and inserting cMQS,tank = SOC+c+,max and cMHQS,tank = (1 − SOC+)c+,max, where
c+,max is the maximum concentration and SOC+) is the State-of-charge for the positive-side
electrolyte, one gets:

E+ = E0+ +
RT
zF

ln
(

SOC+c+,max

(1 − SOC+)c+,max

)
(4.75)

By cancelling c+,max and solving for the positive side electrolyte SOC+ gets:

SOC+ =
e

E+−E0+
RT
zF

1 + e
E+−E0+

RT
zF

(4.76)

So SOC+ can be directly determined from the measurement of the positive-side redox
potential. Notice that this approach implicitly assumes that the concentrations in tank and
stack are the same, which leads to an small error only if the tank volume is much bigger
than the stack volume.
The same can also be done for the negative-side electrolyte. Rearranging equation (4.26)
similarly leads to:

SOC- =
1

1 + e
E-−E0-

RT
zF

(4.77)

Figure 4.10 shows the results of the approach presented in this section. The first plot shows
the charging current applied in this experiment. The second plot shows the estimated
States-of-Charge in % for the positive electrolyte SOC+ and the negative electrolyte SOC−.
For a constant charging current the SOCs should increase and decrease with a constant
slope, which is the case for SOC−, but not for SOC+. This can be definitively traced back
to the deviations from the model. The big disadvantage of this method is that only the two
SOCs can be determined, but it is not possible to determine the maximal storable charge
of both sides Qmax,+ and Qmax,-. Therefore a more advanced approach will be discussed
in the next section.
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Figure 4.10.: Result of the SOC estimation with the inverted Nernst equation.

4.3.2. State-of-Charge observer

To estimate not only the SOCs, but also the maximal storable charge, a state observer
will be designed following an approach based on a paper for vanadium flow batteries
[17] to estimate the concentrations. The step by step derivation of this observer from the
developed model is shown in section 4.3.2.1. The validation of this observer can be seen
in section 4.3.2.2.

4.3.2.1. Formulation of the State-of-Charge observer

Following the approach of [17] an observer for the developed system is presented in this
section. The main steps here are the development of a trivial observer for the stable parts
of the dynamics, the outputs of this trivial observer then are used as input of a non-linear
observer. To use this non-linear observer the remaining system has to be brought in a
specific form.
The first step for the observer design is separation of the dynamics of the concentration
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difference between stack and tank.

∆cMQS = cMQS,stack − cMQS,tank (4.78)
∆cMHQS = cMHQS,stack − cMHQS,tank (4.79)
∆cAHQDS = cAHQDS,stack − cAHQDS,tank (4.80)
∆cAQDS = cAQDS,stack − cAQDS,tank (4.81)

The corresponding dynamics are:

d
dt

∆cMQS = −V̇+

(
1

Vstack
+

1
Vtank

)
∆cMQS +

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.82)

d
dt

∆cMHQS = −V̇+

(
1

Vstack
+

1
Vtank

)
∆cMHQS −

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.83)

d
dt

∆cAHQDS = −V̇-

(
1

Vstack
+

1
Vtank

)
∆cAHQDS +

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.84)

d
dt

∆cAQDS = −V̇-

(
1

Vstack
+

1
Vtank

)
∆cAQDS −

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.85)

Note that these decoupled dynamics all have negative eigenvalues for the volume flows
V̇+ > 0 and V̇- > 0, which is the case for the battery in normal operation. So the
concentration differences are asymptotically stable allowing to design a trivial observer
with also stable error dynamics. A trivial observer is basically a copy of the plant dynamics.
So the observer dynamics for the ∆c-estimation looks like that:

d
dt

∆ĉMQS = −V̇+

(
1

Vstack
+

1
Vtank

)
∆ĉMQS +

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.86)

d
dt

∆ĉMHQS = −V̇+

(
1

Vstack
+

1
Vtank

)
∆ĉMHQS −

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.87)

d
dt

∆ĉAHQDS = −V̇-

(
1

Vstack
+

1
Vtank

)
∆ĉAHQDS +

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.88)

d
dt

∆ĉAQDS = −V̇-

(
1

Vstack
+

1
Vtank

)
∆ĉAQDS −

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.89)

Here ∆ĉi for i ∈ {MHQS, MQS, AQDS, AHQDS} are the estimates of the concentration
differences. By choosing the initial conditions

∆ĉMQS(0) = −∆ĉMHQS(0) (4.90)
∆ĉAHQDS(0) = −∆ĉAQDS(0) (4.91)

the statements

∆ĉMQS(t) = −∆ĉMHQS(t), ∀t ≥ 0 (4.92)
∆ĉAHQDS(t) = −∆ĉAQDS(t), ∀t ≥ 0 (4.93)
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hold, for proof see [17]. So for each electrolyte one state variable is sufficient and the
concentration differences can be estimated by:

d
dt

∆ĉ+ = −V̇+

(
1

Vstack
+

1
Vtank

)
∆ĉ+ +

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.94)

∆ĉMQS = ∆ĉ+ (4.95)
∆ĉMHQS = −∆ĉ+ (4.96)
d
dt

∆ĉ- = −V̇-

(
1

Vstack
+

1
Vtank

)
∆ĉ- +

Ncells

zFVstack

(
Icharge −

Ustack

Rloss

)
(4.97)

∆ĉAHQDS = ∆ĉ- (4.98)
∆ĉAQDS = −∆ĉ- (4.99)

The remaining dynamics of the tank concentrations now can be expressed in terms of the
concentration differences:

d
dt

cMQS,tank =
V̇+

Vtank
∆c+ (4.100)

d
dt

cMHQS,tank = − V̇+

Vtank
∆c+ (4.101)

d
dt

cAHQDS,tank =
V̇-

Vtank
∆c- (4.102)

d
dt

cAQDS,tank = − V̇-

Vtank
∆c- (4.103)

So the tank concentrations dynamics depend on ∆c+ and ∆c-, which can be estimated by
the equations (4.94) and (4.97) and can therefore be considered as known inputs. Following
[17] new inputs are defined:

u :=
[

u+
u-

]
:=

[
V̇+

Vtank
∆c+

V̇-
Vtank

∆c-

]
(4.104)

Also the used outputs are redefined, such that the measured redox potentials are trans-
formed according to the rearranged equations (4.27) and (4.26):

y+ :=
cMQS,tank

cMHQS,tank
:= exp

[
zF
RT

(E+ − E0+)

]
(4.105)

y− :=
cAQDS,tank

cAHQDS,tank
:= exp

[
zF
RT

(E- − E0-)

]
(4.106)

By defining the state vector for the tank concentrations

ctank :=


c1
c2
c3
c4

 :=


cMQS,tank

cMHQS,tank
cAHQDS,tank
cAQDS,tank

 (4.107)
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one gets the following system: 
ċtank =


u+

−u+

u-

−u-


y+ = c1

c2

y- =
c4
c3

(4.108)

A state transformation according to [17] taking the concentration ratios and reciprocal
maximal concentrations as state variables is used to transform the system into a more
favourable form. The state transformation is:

z := Φ(ctank) =


c1
c2
1

c1+c2c4
c3
1

c3+c4

 (4.109)

With the inverse transformation:

ctank := Φ−1(z) =


z1

z2(1+z1)
1

z2(1+z1)
1

z4(1+z3)z3
z4(1+z3)

 (4.110)

This leads to the transformed system:
ż =


u+z2(1 + z1)

2

0
−u-z4(1 + z3)

2

0

 =


ū+z2(1 + z1)

2

0
ū-z4(1 + z3)

2

0

 =: f(z, ū)

y+ = z1

y- = z3

(4.111)

By the redefinition of ū := [ū+ ū-]
⊺ := [u+ − u-]

⊺ the system now has exactly the same
form as in [17]. Therefore the proposed nonlinear observer can be used to estimate the
states:

˙̂z = f(ẑ, ū) + g(ẑ, y, ū) + M(ẑ, ū) (4.112)

Here f(ẑ, ū) is simply a copy of the systems dynamics in equation (4.111). g(ẑ, y, ū) is the
correction term of the observer and M(ẑ) keeps the observers states inside predefined
boundaries corresponding to physical constraints of the system. The correction term is:

g(ẑ, y, ū) =


lλ1,+ [y+ − ẑ1]

lλ2,+ (ū+) [y+ − ẑ1]
lλ1,- [y- − ẑ3]

lλ2,- (ū-) [y- − ẑ3]

 , (4.113)
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where the following conditions have to be fulfilled:

l ≥ 1 (4.114)

λ1,+ > 3ūmax(1 + z1,max)
2 (4.115)

λ2,+(ū+) = λ1,+ sgn(ū+) (4.116)

λ1,- > 3ūmax(1 + z3,max)
2 (4.117)

λ2,-(ū-) = λ1,- sgn(ū-) (4.118)

The variables ūmax, z1,max and z3,max are upper bounds for ū±, z1 and z3. ūmax can be
calculated from the maximal possible current Imax by:

ūmax =
Ncells

zF(Vstack + Vtank)
Imax (4.119)

The term M(ẑ) is computed by:

M(ẑ, ū) = −γP−1(ū)
∂r(ẑ)

∂z
r(ẑ) (4.120)

Here the factor γ > 0 and r(ẑ) is a vector holding all ri = (max{zi,min − zi; 0})2 +
(max{zi − zi,max; 0})2 for i = 1, 2, 3, 4. The predefined boundaries zi,min and zi,max are set
according to physical constraints of the system, where the concentration ratios typically
lie between 0.01 and 100 and the boundaries for the reciprocal maximal concentration
can be expressed in terms of the theoretical maximal concentration due to the knowledge
from the filling process. P(ū) is the matrix

P(ū) =


8 − sgn(ū+) 0 0

− sgn(ū+) 1 0 0
0 0 8 − sgn(ū-)
0 0 − sgn(ū-) 1

 (4.121)

which is used to show global asymptotic Lyapunov stability for the estimation error
dynamics of the observer, see [17].
Putting all above together gets the observer structure, which can be seen in Figure 4.11.
Here the ∆c-estimation using equations (4.94)-(4.99) estimates the concentration differences.
The transformed redox probe measurements y+ and y- are computed by the measurement
transformation in equations (4.105) and (4.106). Using the transformed measurements
and the estimated concentration difference the nonlinear observer (4.112) estimates the
transformed state variables ẑ. By applying the inverse state transformations (4.110) the
estimate of the tank concentrations is obtained. The cell concentrations can be easily
calculated by the equations (4.78)-(4.81). These estimates of cell and tank concentrations
now can be used to calculate the SOC and maximal storable charge of both electrolytes
using the definitions (4.4), (4.5), (4.6) and (4.7).
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Figure 4.11.: Structure of the observer.

4.3.2.2. Experimental validation of the observer

The observer presented in section 4.3.2.1 is tested with measurement data. It appeared
that the observer is very sensitive to measurement noise, due to its high gains. To reduce
the effect of measurement noise the redox probe measurements are first applied to an
lowpass filter. The results of the observer with the filtered measurements can be seen in
Figure 4.12, where the uppermost plot shows the measured charging current Icharge of
the used experiment. The second plot shows the estimated SOC+ and SOC- in %, they
both behave in a very similar way to the simple approach, see section 4.3.1. The third plot
shows the estimated maximal storable charge Qmax,+ and Qmax,- in Ah. One can notice
that the estimation for the negative-side electrolyte seems to work much better, than for
the positive-side electrolyte. This obviously follows from the bigger model errors of the
positive-side electrolytes. Especially the spikes in the estimate of Qmax,+ hints to the model
errors at the end of charge cycles.
To check if the results of the observer are plausible the stored charge for both electrolytes
Q± can be calculated by:

Q+ = SOC+ · Qmax,+ (4.122)
Q- = SOC- · Qmax,- (4.123)

As comparison the stored charge can be computed via coulomb counting:

Q(t) = Ncells

∫ t

0
Icharge(τ)dτ (4.124)

Here the assumption is made that the stored charge at the beginning is zero, which is
approximately true after a finished discharge cycle. The data used for the plausibility
check has therefore to be chosen accordingly. Figure 4.13 shows again the charging current
in the upper plot and the corresponding signals Q+, Q- and Q for the stored charge in
the bottom plot. We can see that it takes about 2 hours for Q+ to converge. The reason
probably is that due to the logarithm in the measurement transformation the observer
isn’t very sensitive for small values of the redox potential. This is a major setback of this
observer design in my opinion. After the observer converged the three signal seem to be
plausible estimates, except the spikes of Q+. Note that this is only a plausibility check, the
lines don’t have to overlap, because the two electrolytes don’t necessarily have the same
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Figure 4.12.: Results of the observer estimation.

maximal capacity and might have asymmetric SOCs. Additionally the coulomb counting’s
initial condition might be of and it doesn’t consider any losses. The spikes in Q+ as
already discussed are caused by model errors. To conclude, the observer is able to estimate
the SOCs and maximal storable charge within the limitations due to the underlying model
accuracy, but the high noise sensitivity and the convergence only at high redox potential
values are serious downsides. Maybe an Kalman Filter based approach, instead of the
non-linear observer in [17], could improve the estimations further.
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Figure 4.13.: Validation of the observer estimates.
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5. Conclusion and outlook

To conclude there are basically two main objectives investigated in this thesis:

1. The development of a control of the volume flow and pressure difference across the
membrane based on an underlying hydraulic model.

2. The development of an electro-chemical model to find a method for the estimation
of the State-of-Charge.

Regarding the hydraulic model and control objective, it can be stated that:
The developed model is able to capture the main effects of the hydraulic system and is
sufficiently accurate for control purposes. The model could also potentially be used in
future to detect deposition of material in the stack or pipes through the deviation between
model calculated and measured pressure. This could be one part to determine the state of
health of the battery system. Additionally the model could be used to estimate the not
measured volume flow of the side of the negative electrolyte.
The proposed control structure is able to react fast to a changing reference signal, while
keeping the pressure difference across the membrane acceptable small. This rapid change
of the volume flow allows to react accordingly to fast changing current in the battery like
it would happen for operation at the grid. This will be necessary to ensure that there are
enough of reactants inside the cells at all times, while not wasting unnecessary energy
with pumping.

In regard to the electrochemical model and the objective of SOC estimation, it can be
stated that:
The developed model is able to capture the main behaviour of the redox battery test
bench. Nevertheless a more advanced model regarding the positive electrolyte, would
be desirable and should be part of future investigations. This would also significantly
improve the SOC-estimation of the observer presented in this work.
This thesis showed that for well estimated model parameters the presented observer works
quite well. Unfortunately the measurements of the redox probes tend to drift very slowly
over the time, which could lead to bad estimates. Therefore future research might go into
the development of a method for an automatic recalibration of the redox probes.

Finally another goal for future research could be to combine the hydraulic and elec-
trochemical knowledge to optimize the operation of the redox flow battery. This might
be done by a model predictive reference adaptation, based on the SOC-estimates and the
developed models.

57





Appendix

59





Appendix A.

Electrochemical Experiments

To characterize the electrochemical behaviour of the used electrolytes different experiments
were conducted. Here the experiments are described briefly and the results are analysed.
Some of the findings are relevant for the modelling.

A.1. Experiment: Battery Cycling

One of the most common experiments to study the electrochemical behaviour of batteries
is the so-called cycling. Here, the battery is repeatedly charged and discharged with
a constant current. Based on this experiments, different performance parameters like
coulombic efficiency and cycle stability can be determined. Figure A.1 shows multiple
charge/discharge cycles plotted on top of each other, where all the cycles were done for a
volume flow of V̇ = 1750 ml

min and a current of |Icharge| = 500mA. It shows the measurement
of the redox probes over the accumulated charge in the upper plot and the measured
stack voltage over the accumulated charge in the bottom plot. The good overlap of all the
cycles indicates a good cycle stability, which indicates that the maximum storable charge
Qmax is constant for short time periods. The accumulated charge is bigger for charging
than for discharging, leading to the gap visible in the plots of the cycle. This mismatch is
commonly described by the coulombic efficiency

ηc =

∣∣∣∫ td,f
td,0

Ichargedt
∣∣∣∣∣∣∫ tc,f

tc,0
Ichargedt

∣∣∣ (A.1)

where tc,0 and td,0 are the start times and tc,f and td,f are finish times of the charging and
discharging respectively. Icharge is the current defined to be positive for charging. For the
conducted experiment, the coulombic efficiency was about 94%.
Another finding of figure A.1 is that there is some kind of hysteresis behaviour for
the positive electrolyte. This behaviour was previously unknown, and the underlying
effects are unclear at the moment. It might have to do with different reaction pathways
for charging and discharging of the 2-electron process, but further chemical research is
needed. Due to the missing knowledge of the underlying mechanism, this hysteresis is
neglected in the modelling.
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Figure A.1.: Multiple charge/discharge cycles for 500mA current plotted overlapped.
Upper plot shows the measured redox potentials over the accumulated charge. Upper line is
the positive electrolyte, bottom line is the negative electrolyte.
Bottom plot shows the stack voltage over the accumulated charge.

A.2. Experiment: Changing volume flow

This experiment is very similar to the battery cycling, but for each charge/discharge cycle,
another volume flow is chosen. This experiment shows the importance of the suitable
volume flow for the operation of the flow battery. Figure A.2 shows the comparison of the
stack voltage evolution for the different charge or discharge cycles. The lower the volume
flow, the earlier the charge and discharge cycles are ended by reaching the pre-set voltage
bounds of the potentiostat. This is due to the fact, that especially at the end of a cycle
fewer reactants can be delivered into the cells leading to an increase of the overpotentials.
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Figure A.2.: Charge and discharge curves for different volume flow through the stack, but with constant
current of 500mA.

A.3. Experiment: Changing current

In this experiment, the current is changed for each cycle. Figure A.3 shows the measure-
ment data of the experiment. The upper plot shows the cell voltage and the Open-Circuit-
Voltage OCV approximated by the difference of the two redox probe measurements. The
second plot shows the applied current, which is increasing step-wise from cycle to cycle.
The last plot shows the measurements of the redox probes.
An increasing current leads to lower charge and discharge times. But the charge/discharge

process reaches its voltage bounds already earlier in terms of the accumulated charge for
higher currents. The reason is the increased consumption of reactants leading to higher
overpotentials in the cell. That higher currents can only achieve a lower level of discharge
or charge can be also seen in the measurements of the redox probes.
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Figure A.3.: First plot: stack voltage and Open-Circuit-Voltage over time.
Second plot: step by step increased current over time.
Third plot: measurements of the redox probes for the positive and negative electrolyte.

A.4. Experiment: Stepwise charge and discharge

These experiments aim to get measurements linking the stored charge towards the
corresponding Open-Circuit-Voltage OCV and the redox potentials measured at the redox
probes. Therefore, the battery is brought into a defined state of nearly fully charge or
discharge. This is done by charging with a constant voltage of 0.8V per cell and discharging
with 0.1V per cell until the current drops beneath 50mA. Beginning in this defined states,
the battery is charged or discharged with a current pulse followed by some time for the
cell voltage to relax and the concentrations in tank and cell to assimilate. These pulses are
repeated. Figure A.4 shows the first two pulses of the stepwise charge experiment. The
stack voltage and the OCV calculated by the potential difference of the redox probes can
be seen in the upper plot. The bottom plot shows the accumulated charge.
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A.4. Experiment: Stepwise charge and discharge

At the end of each relaxation phase, the measurements are sampled. Figure A.5 shows

Figure A.4.: First two charge pulses of the stepwise charge experiment with the stack voltage and the OCV
in the upper plot and the accumulated charge in the bottom plot.

in the upper plot the sampled potentials of the redox probes over the corresponding
accumulated charge. Close inspection reveals that the positive electrolyte is limiting the
amount of charge storable in the battery. This can be seen by the increasingly upward
pointing trend of the positive-side electrolyte for high charge, while the same in the
downward direction isn’t visible for the negative-side electrolyte. The bottom plot shows
OCV directly measured in the cell in comparison with the OCV calculated by the potential
difference of the redox probes. One can see that the redox probes underestimate the real
OCV for a high SOC, while overestimate the OCV for a low SOC. Figure A.6 shows that
there is some linear dependency between them. Linear regression leads to

OCVcell = kOCV · OCVprobes + dOCV (A.2)

with kOCV = 1.1123 and dOCV = −0.0381V to describe this relation. According to the data
sheets of the measurement hardware, such a linearity error can not be explained. So the
reason for this linearity error is not clear, but can be considered as correction factor in the
modelling.
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Figure A.5.: Upper plot shows the measure-
ments of the redox probes over
the accumulated charge. Bottom
plot shows the OCV from the
probes and directly measured
over the accumulated charge.

Figure A.6.: Linear relationship between the OCV of the
probes and the OCV measured in the cell.
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