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Abstract

The aim of this thesis is twofold. Firstly, it focuses on the analysis of distributed
optimal control problems constrained by partial differential equations (PDEs) and
state and/or control constraints, with the goal to reach a given target up to some
prescribed accuracy spending minimal costs. Under some natural assumptions on the
involved differential operators, it is shown that this class of problems admits a certain
structure and can be analyzed in an abstract framework. This structure carries over
to the discrete setting, where optimal approximation results are gained, depending on
the regularity of the desired target and the cost parameter. Various model problems,
including a space-time optimal control problem for the wave equation, are shown
to fit into this framework and numerical examples will be given that support the
theory.

Secondly, an approach for the stable solution of (conditionally stable) problems of
PDEs is discussed when using a least squares approach. Again, this will be done in
an abstract framework. Under merely the same assumptions as in the case of optimal
control problems, a full analysis of the continuous and the discrete setting are carried
out, revealing that the approach provides a reliable error estimator under a standard
saturation assumption. As a model problem, we will discuss the application of the
framework to the wave equation and give numerical examples.

Zusammenfassung

Diese Arbeit verfolgt zwei Ziele. Zum Einen liegt der Fokus auf der Analyse von ver-
teilten optimalen Steuerungsproblemen, deren Nebenbedingung durch partielle Diffe-
rentialgleichungen (PDEs) und Zustands- und/oder Kontrollbeschränkungen gegeben
sind. Das Ziel dabei ist es einen vorgegebenen Zustand unter Aufwendung minimaler
Kosten so genau wie gewünscht zu erreichen. Unter einigen natürlichen Annahmen
über die zugrundeliegenden Differentialoperatoren wird gezeigt, dass diese Klasse von
Problemen eine bestimmte Struktur aufweist und in einem abstrakten Rahmen analy-
siert werden kann. Diese Struktur überträgt sich auf die Diskretisierung, wo optimale
Approximationsresultate, abhängig von der Regularität des gewünschten Ziels und
dem Kostenparameter erzielt werden. Für verschiedene Modellprobleme, einschließ-
lich eines Raum-Zeit optimalen Steuerungsproblems für die Wellengleichung, wird
gezeigt, dass sie in dieses Setting passen, und numerische Beispiele werden gegeben,
welche die theoretischen Ergbnisse bestätigen.

Zweitens wird ein Zugang für die stabile Lösung (bedingt stabiler) Probleme von
PDEs, mit der Methode der kleinsten Fehlerquadrate, in einem abstrakten Rahmen



diskutiert. Unter ähnlichen Annahmen wie im Fall der optimalen Steuerungsproble-
men wird eine vollständige Analyse der kontinuierlichen und diskreten Formulierung
durchgeführt. Unter einer Saturationsannahme liefert dieser Zugang einen effizien-
ten und zuverlässigen Fehlerschätzer. Als Anwedungsbeispiel wird die Raum-Zeit
Formulierung der Wellengleichung diskutiert und numerische Beispiele werden gege-
ben.
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1 Introduction

The most common procedure to computationally solve time-dependent partial differ-
ential equations (PDEs) are either the method of lines, built upon first discretizing
in space, e.g., by a finite element method (FEM), see [18, 27, 39, 105], and then
applying a time stepping method, see [60, 61], as discussed in [33, 112] for Galerkin
finite element methods, or by Rothes method [72, 101], i.e., first applying a suitable
time stepping method and then discretizing in space. In this work though, we will
focus on space time methods, which arise when treating time just as another (spatial)
variable and then discretizing the space time domain at once. Pioneering work dates
already back to Argyris and Scharpf [5], who treated the time in a variational sense,
rather than using a time stepping method, and to Hughes and Hulbert [66, 67], using
discontinuous Galerkin methods in time. A tremendous collection of recent advances
in space time methods is given in [78], see also [102, 108]. The rising interest in
this methodology can be explained by the advantages it bears, stemming from its
full space time flexibility. Most prominent are adaptivity locally in space and time
simultaneously, see, e.g., [8, 9, 35, 106], the handling of (low) space time regularity
in a natural way, e.g., [62, 110, 111], parallelization without causality constraints,
see, e.g., [46], and the treatment of moving domains, e.g., [93, 94]. Recent work
shows, that even reduced basis methods apply in space and time simultaneously,
see [13, 104]. When discretized, space time schemes usually lead to huge systems
of (linear) equations, as spatial and temporal degrees of freedom (DoFs) are solved
simultaneously. However, especially the computational advances of the last decade
made it possible to tackle this objective and gave access to the solutions of such
systems. This has lead to major progress in the development of efficient solvers, see
[48, 82, 102] and references therein. Of special interest for this work is, that space
time approaches make it easy to access the whole temporal evolution of a time de-
pendent problem, or its adjoint/backward in time problem, at once. This becomes
particularly handy for optimal control problems, subject to PDE constraints, where
one usually needs the solution of the forward and backward problem [84, 113]. While
applying a time stepping scheme would require to first step forward in time and
then step backward in time, space time approaches lead to a larger system, where
the problem is solved at once [10, 79, 81, 91]. Moreover, having the information on
the whole evolution history, allows to construct residual based error estimators in
space and time simultaneously, see, e.g., [37], which in most cases helps to reduce the
number of DoFs drastically and leads to more efficient schemes. In this thesis we will
address both, optimal control problems as well as the direct solution of PDEs and
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2 1 Introduction

analyze the advantages of space time methods stated above for these applications.
The remainder of this work is structured as follows.

In Chapter 2 we recall some well-established results concerning the unique solvabil-
ity of variational formulations in a functional analytical framework and describe the
(Hilbert) spaces, needed for our space time analysis later on. Further, we discuss the
properties of suitable finite dimensional approximation spaces for a numerical treat-
ment of the problems we investigate. In Chapter 3 we give an abstract framework for
distributed optimal control problems, where we aim to reach a desired target yd, up to
a prescribed accuracy, by a state y%, describing the solution of a PDE By% = u% ∈ X∗,
under acceptable costs ‖u%‖X∗ . Motivated by the pioneering work of Neumüller and
Steinbach [95], we first derive relations between the cost parameter % > 0 and the
regularity of the target yd, revealing a connection between optimal control problems
and inverse problems, see, e.g., [24, 92]. Then an abstract discretization, using con-
forming finite dimensional subspaces, is outlined and stability and error estimates are
derived, linking the cost parameter to the best approximation error. In particular, for
a finite element discretization, we can derive the optimal choice % = h2, between the
cost parameter and the mesh size, which is of interest in the design of robust iterative
solvers for optimal control problems, see, e.g., [75, 80, 81]. As in many applications
the incorporation of state and/or control constraints is required, we phrase them in
the abstract framework, in both cases charging us with the task to solve a varia-
tional inequality. The analysis on the continuous and discrete level will be discussed
in detail. Chapter 4 will then show some applications of the proposed framework.
Starting with an elliptic PDE, we will discuss different choices of measuring the con-
trol and compare the approaches with existing examples in the literature. While in
the elliptic case the incorporation of constraints, the applicability of adaptive schemes
and adaptive regularization parameters seems to be more commonly discussed, the
full capacity of the framework will be revealed by considering a hyperbolic optimal
control problem, in Section 4.2. A space time analysis of the problem, will allow to
directly transfer all the ideas of the abstract setting to the hyperbolic case. We just
mention, that for parabolic problems the same analysis applies, as outlined in [81],
see also [79, 80]. As optimal control problems usually aim to minimize convex func-
tionals, they bear a close relation to systems of saddle point structure, as discussed,
e.g., in the tremendous overview by Bochev and Gunzberger [14, 15]. In Chapter
5 we will exploit this relation, to solve the direct formulation of space time PDEs.
In many cases a direct discretization of space time variational formulations leads to
the cumbersome task of finding stable pairs of trial spaces. Recent work by Führer
and Karkulik [43] shows the capacity of least squares methods, as they overcome
certain, unpleasant restrictions in the choice of approximation spaces and come with
inbuilt error estimators. However, to be of practical use, their formulation is based
on a first order reformulation of the problem in order to keep the error estimator in
localizable norm. This, in turns, comes with the disadvantage of introducing addi-
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tional DoFs and convergence can only be shown, when assuming higher regularity
on the source term. Although, there are already some workarounds available, see
[45], our approach will be different, in the sense that we can directly set up a prac-
tical least squares/saddle point problem, using the Riesz lift of the residuum, which
does neither need any additional regularity assumptions, nor to introduce unpleasant
DoFs. Using the framework developed for the abstract analysis of optimal control
problems in Chapter 3, we will be able to give a full stability and error analysis and
prove efficiency and reliability of the inbuilt error estimator. To show the capacity
of the method, we consider its application to the wave equation, though many more
applications are covered.





2 Preliminaries

2.1 Functional analytical background

For our analysis, we will consider a well-established setting of spaces, having a certain
structure. The name orgininates from the „rigged Hilbert spaces“ introduced by
Gel’fand and Vilenkin [51, Chapter 4.2]. Though, we will give a slightly more general
definition.

Definition 2.1 (Gelfand triple [42, Definition 4]). We call a triple of spaces X ⊂
H ⊂ X∗ a Gelfand triple if (X, ‖ · ‖X) is a separable Banach space, which is dense
in some Hilbert space H, where X∗ denotes the dual space of X with respect to H.

The following theorems are well-established results, concerning the existence and
uniqueness of solutions of variational formulations. In the case of elliptic differential
equations, this dates back to Lax and Milgram [83], see also [99] for a constructive
proof. To formulate the result, we give a precise definition of the involved operator.

Definition 2.2. Let X ⊂ H ⊂ X∗ be a Gelfand triple and let T : X → X∗ be a
linear operator. We say that T is

• self-adjoint, if
∀x, x′ ∈ X : 〈Tx, x′〉X∗,X = 〈Tx′, x〉X∗,X ,

• bounded, if
∃cT2 > 0∀x ∈ X : ‖Tx‖X∗ ≤ cT2 ‖x‖X ,

• X-elliptic, if
∃cT1 > 0 ∀x ∈ X : 〈Tx, x〉X∗,X ≥ cT1 ‖x‖2

X .

Theorem 2.3 (Lax–Milgram [39, c.f. Lemma 2.2]). Let X be a Hilbert space and
let T : X → X∗ be a linear, self-adjoint, bounded and X-elliptic operator. Then, for
every f ∈ X∗ the problem to find xf ∈ X such that

〈Txf , x〉X∗,X = 〈f, x〉X∗,X , for all x ∈ X, (2.1)

admits a unique solution, satisfying the a-priori estimate

‖xf‖X ≤
1

cT1
‖f‖X∗ .

5



6 2 Preliminaries

We will also need a generalization of the Lemma of Lax–Milgram to the non-elliptic
case. Its foundations were laid by Nečas [96] and it was popularized by Babus̆ka
[6, 7], thus we call it BN Theorem.

Theorem 2.4 (Babus̆ka-Nečas c.f. [39, Theorem 2.6]). Let X be a Banach space
and Y be a reflexive Banach space. Further, let T : X → Y ∗ be a bounded linear
operator, i.e., there exists cT2 > 0 for all x ∈ X such that

‖Tx‖Y ∗ ≤ cT2 ‖x‖X ,

with the following properties:

(BN1)

∃cT1 > 0 : inf
06=x∈X

sup
06=y∈Y

〈Tx, y〉Y ∗,Y
‖x‖X‖y‖Y

≥ cT1 ,

(BN2)
∀y ∈ Y \ {0} ∃xy ∈ X : 〈Txy, y〉Y ∗,Y 6= 0.

Then, for every f ∈ Y ∗ the problem to find xf ∈ X such that

〈Txf , y〉Y ∗,Y = 〈f, y〉Y ∗,Y for all y ∈ Y,

admits a unique solution, satisfying the a-priori estimate

‖xf‖X ≤
1

cT1
‖f‖Y ∗ .

A particular case of the generalized form of mixed ansatz and test spaces X and
Y arises when considering saddle point problems. The structure of these problems
allows for more precise, but equivalent conditions to (BN1)-(BN2), guaranteeing
unique solvability, as stated in the next theorem.

Theorem 2.5 ([39, Theorem 2.34]). Let X and Y be reflexive Banach spaces and
f ∈ X∗ and g ∈ Y ∗ be given. Let A : X → X∗ and B : Y → X∗ be bounded linear
operators, i.e., there exist cA2 , cB2 > 0 for all q ∈ X and z ∈ Y such that

‖Aq‖X∗ ≤ cA2 ‖q‖X and ‖Bz‖X∗ ≤ cB2 ‖z‖Y ,

and let the following properties hold true:

(A-BN1)

∃cA1 > 0 : inf
06=p∈ker(B∗)

sup
06=q∈ker(B∗)

〈Ap, q〉X∗,X
‖p‖X‖q‖X

≥ cA1 ,
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(A-BN2)
∀q ∈ ker(B∗) \ {0} ∃pq ∈ ker(B∗) : 〈Apq, q〉X∗,X 6= 0,

(B-BN1)

∃cB1 > 0 : inf
06=z∈Y

sup
0 6=q∈X

〈Bz, q〉X∗,X
‖q‖X‖z‖Y

≥ cB1 ,

where ker(B∗) := {q ∈ X : 〈Bz, q〉X∗,X = 0 for all z ∈ Y }. Then, the variational
formulation to find (p, y) ∈ X × Y such that

〈Ap, q〉X∗,X+ 〈By, q〉X∗,X = 〈f, q〉X∗,X for all q ∈ X,
〈B∗p, z〉Y ∗,Y = 〈g, z〉Y ∗,Y for all z ∈ Y,

(2.2)

admits a unique solution and the following a-priori estimates hold true:

‖p‖X ≤ 1

cA1
‖f‖X∗ +

1

cB1

(
1 +

cA2
cA1

)
‖g‖Y ∗

‖y‖Y ≤ 1

cB1

(
1 +

cA2
cA1

)
‖f‖X∗ +

cA2
[cB1 ]2

(
1 +

cA2
cA1

)
‖g‖Y ∗ .

Remark 2.6. If A : X → X∗ self-adjoint and ker(B∗)-elliptic or even X-elliptic
then (A-BN1)-(A-BN2) are fulfilled.

So far, we only treated variational formulations with equalities. We also want to con-
sider the existence and uniqueness of solutions for a class of variational inequalities,
which, to the best of our knowledge, originated from Lions and Stampacchia [86]. A
good overview can be found in Glowinski [52].

Theorem 2.7 ([86, c.f. Theorem 2.1]). Let X be a Hilbert space and K ⊂ X
a closed and convex subset. Let T : X → X∗ be a linear, bounded and X-elliptic
operator. Then for every f ∈ X∗ the problem to find xf ∈ K such that

〈Txf , x− xf〉X∗,X ≥ 〈f, x− xf〉X∗,X for all x ∈ K, (2.3)

admits a unique solution and the map f → xf (in general non-linear) is continuous.

Remark 2.8. • In the case of K ≡ X, the variational inequality (2.3) reduces
to (2.1) and existence and uniqueness of solutions follows by the Lemma of
Lax–Milgram (Theorem 2.3).

• If T : X → X∗ is self-adjoint, then (2.3) is equivalent to find xf ∈ K minimiz-
ing

J (x) =
1

2
〈Tx, x〉X∗,X − 〈f, x〉X∗,X

for given f ∈ X∗.
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As known for elliptic partial differential equations, the regularity of the solution
depends on the regularity of the source and properties of the domain, see, e.g., Lions,
Magenes [85], Evans [40] for smoothly bounded domains or Grisvard [59] or Dauge
[30] for more general domains. The following theorem reveals that the regularity of
the solution of the variational inequality admits merely the same properties. The
results date back to Brezis and Stampacchia and can be found in [19, 53].

Theorem 2.9 ([19, c.f. Theorémè I.1, Remarque I.4, Remarque I.5]). Let the
assumptions of Theorem 2.7 hold true and let X ⊂ H ⊂ X∗ be a Gelfand triple.
Then for f ∈ H the unique solution xf ∈ K of (2.3) fulfills

Txf ∈ H and ‖Txf‖H ≤ C <∞,

where C = C(K, f).

In the following we study the structure of elliptic operators in more detail. In par-
ticular, they can be used to define equivalent norms. This will later on be used to
define interpolation spaces.

Lemma 2.10. Let X be a Hilbert space and let T : X → X∗ be a linear, self-adjoint,
bounded and X-elliptic operator. Then ‖x‖T :=

√
〈Tx, x〉X∗,X induces an equivalent

norm on X. More precisely,√
cT1 ‖x‖X ≤ ‖x‖T ≤

√
cT2 ‖x‖X for all x ∈ X. (2.4)

Furthermore, for all f ∈ X∗, ‖f‖X∗,T :=
√
〈f, T−1f〉X∗,X induces an equivalent norm

to

‖f‖X∗ = sup
06=x∈X

〈f, x〉X∗,X
‖x‖X

,

i.e.,

1√
cT2
‖f‖X∗ ≤ ‖f‖X∗,T ≤

1√
cT1
‖f‖X∗ for all f ∈ X∗. (2.5)

Proof. The first estimate in (2.4) follows directly from the ellipticity condition. The
second estimate follows from duality and the boundedness, i.e.,

〈Tx, x〉X∗,X ≤ ‖Tx‖X∗‖x‖X ≤ cT2 ‖x‖2
X ,

and we conclude (2.4) by taking the square root. By the Lemma of Lax–Milgram
(Theorem 2.3), we know that there exists a unique solution xf ∈ X of

Txf = f in X∗,
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and that ‖xf‖X ≤ 1
cT1
‖f‖X∗ . Thus, we get

〈f, T−1f〉X∗,X = 〈f, xf〉X∗,X ≤ ‖f‖X∗‖xf‖X ≤
1

cT1
‖f‖2

X∗ .

Moreover, using the definition of the dual norm and (2.4), we estimate

‖f‖X∗ = sup
0 6=x∈X

〈f, x〉X∗,X
‖x‖X

= sup
0 6=x∈X

〈Txf , x〉X∗,X
‖x‖X

≤ sup
06=x∈X

‖xf‖T‖x‖T
‖x‖X

≤
√
cT2 ‖xf‖T .

Now, we conclude (2.5) by

〈f, T−1f〉X∗,X = 〈Txf , xf〉X∗,X = ‖xf‖2
T ≥

1

cT2
‖f‖2

X∗ ,

and taking the square root.

Using the spectral decomposition of elliptic operators, we are can define interpolation
spaces.

Lemma 2.11 ([85, cf. Definition 2.1, Proposition 2.3]). Let X1 ⊂ X0 be seperable
Hilbert spaces, such that X1 is dense in X0 and continuously embedded, i.e.,

∃cX > 0 : ‖x‖X0 ≤ cX‖x‖X1 for all x ∈ X1.

Further, define the operator S : dom(S) ⊂ X0 → X0 as

〈Sx, y〉X0 = 〈x, y〉X1 for all x, y ∈ X1,

where dom(S) := {z ∈ X0 : x → 〈z, x〉X1is continuous for all x ∈ X1}. Then, for
θ ∈ [0, 1], the interpolation space defined as

Xθ = [X0, X1]θ := dom(Sθ/2),

is a Hilbert space when endowed with the graph norm

‖x‖Xθ :=
√
‖x‖2

X0
+ ‖Sθ/2x‖X0 .

Morover, for all x ∈ X1 there holds

‖x‖Xθ ≤ c‖x‖θX1
‖x‖1−θ

X0
.
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Corollary 2.12. Let X ⊂ H ⊂ X∗ be a Gelfand triple and let T : X → X∗ be
a linear, self-adjoint, bounded and X-elliptic operator. Then the interpolation space
Xθ for θ ∈ [0, 1] defined by

Xθ = [H,X]θ := dom(T θ/2),

is a Hilbert space equipped with the graph norm

‖x‖Xθ :=
√
‖x‖2

H + ‖T θ/2x‖2
H .

In particular, H = X0 and X = X1. Moreover, for all x ∈ X there holds

‖x‖Xθ ≤ c‖x‖θX‖x‖1−θ
H .

We will also need mapping properties of operators defined on the interpolation spaces.
The next theorem shows under which assumptions we can conclude boundedness.

Theorem 2.13 ([85, cf. Théorème 5.1]). Let X0, X1, Y0 and Y1 be Hilbert spaces,
such that X0 ⊂ X1 and Y0 ⊂ Y1 are dense with respect to continuous injection. Let
T : Xi → Yi be a bounded linear operator for i = 0, 1. Then

T : [X0, X1]θ → [Y0, Y1]θ

is a bounded linear operator, for all θ ∈ [0, 1].

2.2 Sobolev spaces

We briefly introduce the function spaces, we will use for the analysis of the variational
(in-)equalities, stated in the previous section. For further reading we refer to [1, 11,
89].

Let Ω ⊂ Rd, d ∈ N, be a bounded Lipschitz-domain, i.e., its boundary can be locally
parametrized by Lipschitz continuous functions, see, e.g., [105, Definition 2.1]. In
order to give a self-contained introduction, we introduce the spaces by completion
of infinitely differentiable functions in their corresponding norm. Let α ∈ Nd

0 be a
multiindex, with |α| := α1 + . . . + αd and let Dαv(x) = (∂x1)α1 . . . (∂xd)

αd v(x) for
x ∈ Ω. Let C(Ω) denote the space of continuous functions v : Ω→ R and define

C∞(Ω) := {v ∈ C(Ω) : Dαv ∈ C(Ω), for all α ∈ Nd
0},

C∞0 (Ω) := {v ∈ C∞(Ω) : supp(v) ⊂⊂ Ω},
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where supp(v) := {x ∈ Ω : v(x) 6= 0}. In particular, for v ∈ C∞0 (Ω) it holds v(x) = 0
for all x ∈ ∂Ω. Now, let us consider functions v : Ω→ R, which are square integrable,
and define the norm

‖v‖L2(Ω) :=

(∫
Ω

|v(x)|2 dx
)1/2

<∞.

Then, we define

L2(Ω) := C∞(Ω)
‖·‖L2(Ω) = C∞0 (Ω)

‖·‖L2(Ω) ,

and note that L2(Ω) is a Hilbert space endowed with the inner product

〈u, v〉L2(Ω) :=

∫
Ω

u(x)v(x) dx for all u, v ∈ L2(Ω).

We further introduce the spaces of square integrable functions admitting generalized
derivatives of order m ∈ N. Therefore, consider the norm

‖v‖Hm(Ω) :=

∑
|α|≤m

‖Dαv‖2
L2(Ω)

1/2

.

Then we define the spaces

Hm(Ω) := C∞(Ω)
‖·‖Hm(Ω) and Hm

0 (Ω) := C∞0 (Ω)
‖·‖Hm(Ω)

.

Again Hm(Ω) and Hm
0 (Ω) are Hilbert spaces, endowed with the inner product

〈u, v〉Hm(Ω) :=
∑
|α|≤m

〈Dαu,Dαv〉L2(Ω) for all u, v ∈ Hm(Ω).

Moreover, consider 0 < s = m + σ, where m ∈ N0 and σ ∈ (0, 1) and define the
Sobolev-Slobodeckii norm

‖v‖Hs(Ω) :=
√
‖v‖2

Hm(Ω) + |v|2Hs(Ω),

where

|v|Hs(Ω) :=

∑
|α|=m

∫
Ω

∫
Ω

|Dαv(x)−Dαv(y)|2

|x− y|d+2σ
dx dy

1/2

.

Then, the intermediate spaces are given as

Hs(Ω) := C∞(Ω)
‖·‖Hs(Ω) and Hs

0(Ω) := C∞0 (Ω)
‖·‖Hs(Ω)

.
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In particular, for s = 1, there holds the Poincaré inequality,

‖v‖L2(Ω) ≤ cP‖∇v‖L2(Ω) for all v ∈ H1
0 (Ω), (2.6)

and we can define an equivalent innner product for u, v ∈ H1
0 (Ω)

〈u, v〉H1
0 (Ω) :=

∫
Ω

∇u(x) · ∇v(x) dx.

For s > 0, the space H−s(Ω) is defined, as the dual space of Hs
0(Ω), with norm

‖f‖H−s(Ω) := sup
06=v∈Hs

0(Ω)

〈f, v〉Ω
‖v‖Hs(Ω)

,

where 〈·, ·〉Ω denotes the duality paring, as extension of the L2-inner product.

Properties: Due to the inclusion C∞0 (Ω) ⊂ C∞(Ω) we have that

Hs
0(Ω) ⊂ Hs(Ω) for all s ≥ 0.

Further, due to the definition of the norm, we have that

Hs(Ω) ⊂ Hr(Ω) ⊂ L2(Ω), for all s > r > 0.

If 2m > d, there holds by the Sobolev embedding theorem, e.g., [1, Theorem 5.4],

Hj+m(Ω) ⊂ Cj(Ω), for all j ∈ N0,

i.e., the functions are continuous up to the boundary of Ω and pointwise evaluation
is well-defined. Moreover, the inclusion Hs(Ω) ↪→ L2(Ω) is continuous for all s > 0,
as

‖v‖L2(Ω) ≤ ‖v‖Hs(Ω) for all v ∈ Hs(Ω).

For the dual spaces, we have by standard properties of duality, that

L2(Ω) ⊂ H−r(Ω) ⊂ H−s(Ω) for all s > r > 0.

By definiton, we see that Hs(Ω) and Hs
0(Ω) are dense subspaces of L2(Ω). In partic-

ular, for all s > 0,

H−s(Ω) ⊂ L2(Ω) ⊂ Hs
0(Ω)

is a Gelfand triple. Thanks to the assumptions on the domain Ω, the intermediate
spaces Hs(Ω) and Hs

0(Ω), 0 < s < m, m ∈ N, can be equivalently characterized by
the interpolation spaces, see, e.g., [11, 89], with θ = s

m
∈ (0, 1),

Hs(Ω) := [L2(Ω), Hm(Ω)]θ and Hs
0(Ω) := [L2(Ω), Hm

0 (Ω)]θ.

The abstract boundedness of operators of Theorem 2.13 can be transferred to Sobolev
spaces as follows.
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Theorem 2.14. Let 0 ≤ r0 ≤ r1 and 0 ≤ s0 ≤ s1 be given. Assume that the operator
T : Hri(Ω)→ Hsi(Ω) is bounded for i = 0, 1, i.e., there exists constants Mi > 0 such
that

‖Tu‖Hsi (Ω) ≤Mi‖u‖Hri (Ω) for all u ∈ Hri(Ω) and i = 0, 1.

Then T : H(1−θ)r0+θr1(Ω)→ H(1−θ)s0+θs1(Ω) is bounded for all θ ∈ [0, 1] and it holds

‖Tu‖H(1−θ)s0+θs1 (Ω) ≤ cM1−θ
0 M θ

1‖u‖H(1−θ)r0+θr1 (Ω).

Proof. The statement can be proven defining equivalent norms on Sobolev spaces
using the K-method. This goes beyond the scope of this work. For details we refer
to McLean [89, Theorem B.2].

2.3 Sobolev spaces in the space time domain

Let 0 < T < ∞ and Ω ⊂ Rd, d ∈ N, be a Lipschitz domain. In order to define
Sobolev spaces on the space time cylinder Q := Ω × (0, T ), we will first introduce
the concept of Bochner spaces, see, e.g., [26, 85, 116]. We will briefly state the main
results. Let X be a seperable, real Hilbert space. Then we define

L2(0, T ;X) :=

{
v : (0, T )→ X measurable w.r.t dt :

∫ T

0

‖v(t)‖2
X dt <∞

}
.

As in the case of spatial Sobolev spaces, we can ask for generalized derivatives in
time, by defining

Hm(0, T ;X) := {v ∈ L2(0, T ;X) : (∂t)
kv ∈ L2(0, T ;X), ∀0 ≤ k ≤ m}.

The intermediate spaces for 0 < s < m, m ∈ N, are defined by function space
interpolation as

Hs(0, T ;X) := [L2(0, T ;X), Hm(0, T ;X)]θ, θ =
s

m
∈ (0, 1).

Now, for r, s ≥ 0, we can define the anisotropic Sobolev spaces

Hr,s(Q) := L2(0, T ;Hr(Ω)) ∩Hs(0, T ;L2(Ω)),

which are Hilbert spaces, endowed with the inner product

〈u, v〉Hr,s(Q) :=

∫ T

0

〈u(t, ·), v(t, ·)〉Hr(Ω) dt+

∫
Ω

〈u(·, x), v(·, x)〉Hs(0,T ) dx.
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To incorporate boundary conditions on the spatial boundary, we consider the space

Hr,s
0; (Q) := L2(0, T ;Hr

0(Ω)) ∩Hs(0, T ;L2(Ω)).

Additionally, we will also need initial and terminal conditions. For s > 1
2
recall, that

Hs(0, T ) ⊂ C([0, T ]). Thus, the spaces

Hs
0,(0, T ) := {v ∈ Hs(0, T ) : v(0) = 0} and Hs

,0(0, T ) := {v ∈ Hs(0, T ) : v(T ) = 0}

are well-defined for s > 1
2
. Similarly, Hs(0, T ;L2(Ω)) ⊂ C([0, T ];L2(Ω)) for s > 1

2
,

and the spaces

Hs
0,(0, T ;L2(Ω)) := {v ∈ Hs(0, T ;L2(Ω)) : v(0) = 0 in L2(Ω)},

Hs
,0(0, T ;L2(Ω)) := {v ∈ Hs(0, T ;L2(Ω)) : v(T ) = 0 in L2(Ω)},

are well-defined. With this reasoning, we define the spaces incorporating spatial and
intitial/terminal conditions for r ≥ 0 and s > 1

2
by

Hr,s
0;0,(Q) := L2(0, T ;Hr

0(Ω)) ∩Hs
0,(0, T ;L2(Ω))

Hr,s
0;,0(Q) := L2(0, T ;Hr

0(Ω)) ∩Hs
,0(0, T ;L2(Ω)).

In particular, for s = r = 1, H1,1
0;0,(Q) and H1,1

0;,0(Q) are Hilbert spaces, which, due to
the Poincarè inequality, can be endowed with the inner product

〈u, v〉H1(Q) := 〈∂tu, ∂tv〉L2(Q) + 〈∇xu,∇xv〉L2(Q)

and the induced norm

|v|H1(Q) =
√
〈v, v〉H1(Q).

The dual spaces, [H1,1
0;0,(Q)]∗ and [H1,1

0;,0(Q)]∗ are characterized by completion of L2(Q)
with respect to the norms

‖g‖[H1,1
0;0,(Q)]∗ := sup

06=v∈H1,1
0;0,(Q)

〈g, v〉Q
|v|H1(Q)

,

‖f‖[H1,1
0;,0(Q)]∗ := sup

0 6=v∈H1,1
0;,0(Q)

〈f, v〉Q
|v|H1(Q)

,

where 〈·, ·〉Q denotes the duality pairing, as extension of the L2(Q)-inner product.
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2.4 Approximation error estimates

The following section shall give an overview of results concerning a finite dimensional
approximation of the infinite dimensional problems discussed in the preceeding sec-
tion. We start with the well known results for elliptic problems.

Theorem 2.15 ([105, Theorem 8.1 (Cea’s Lemma)]). Let the assumptions of Theo-
rem 2.3 hold true and let Xh ⊂ X be a conforming subspace. For the unique solution
xfh ∈ Xh of

〈Txfh, xh〉X∗,X = 〈f, xh〉X∗,X for all xh ∈ Xh,

there holds the stability estimate

‖xfh‖X ≤
1

cT1
‖f‖X∗ .

and the error estimate

‖xf − xfh‖X ≤
cT2
cT1

inf
xh∈Xh

‖xf − xh‖X ,

where xf ∈ X denotes the unique solution of (2.1).

For the approximation of variational inequalities, we can give a similiar result, de-
pending on the approximation of the space and the set of constraints.

Theorem 2.16 ([41, c.f. Theorem 1]). Let X ⊂ H ⊂ X∗ be a Gelfand triple,
T : X → X∗ be a linear, self-adjoint, bounded and X-elliptic operator and let f ∈ H.
Further, let Xh ⊂ X be a conforming subspace and Kh ⊂ Xh a closed and convex set.
Then for the unique solution xfh ∈ Kh of

〈Txfh, xh − xfh〉X∗,X ≥ 〈f, xh − xfh〉X∗,X for all xh ∈ Kh

there holds the error estiamte

‖xf − xfh‖T ≤
{
‖xf − xh‖2

T + 2‖f − Txf‖H [‖xf − xh‖H + ‖xfh − x‖H ]
}1/2

for all xh ∈ Kh and x ∈ K, where xf ∈ K denotes the unique solution of (2.3).

2.5 Approximation spaces

The quasi-optimal error estimates derived in the last section depend on the best
approximation of the finite dimensional space Xh in X. In the following we will
give a brief overview on the construction of such finite dimesionsal approximation
spaces, using the finite element method, and state their approximation properties.
For further reading we refer to [18, 23, 39, 105].
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2.5.1 1D approximation spaces

Let 0 < L < ∞ and consider the interval I = (0, L). In order to define a finite
dimensional approximation space, let M ∈ N be any number and consider the nodes
0 = x0 < x1 < . . . < xM = L. Then, we can divide the interval into subintervals
τk = (xk−1, xk), k = 1, . . . ,M , for which

I =
M⋃
k=1

τ k

holds. We say that τk is an element, and denote by hk = |τk| = xk − xk−1 for
k = 1, . . . ,M and by h = maxk=1,...,M hk the local and global mesh size respectively.
To achieve approximation spaces of arbitrary order, we are going to use the theory
of B-splines, following [69]. Let us start with the approximation space of piecewise
constant, globally discontinuous functions

S0
h(0, L) =

{
v ∈ L2(0, L) : v

∣∣
[xk−1,xk)

∈ P0([xk−1, xk))
}
,

where P0([xk−1, xk)) is the space of all constant functions (polynomials of degree
p = 0) on [xk−1, xk). Obviously, this space is spanned by piecewise constant functions,
i.e.,

S0
h(0, L) := span{ϕ0

h,k}M−1
k=0 , with ϕ0

h,k(x) =

{
1, xk ≤ x < xk+1

0, else,

and each vh ∈ S0
h(0, L) admits the representation

vh(x) =
M−1∑
k=0

vkϕ
0
h,k(x), x ∈ (0, L),

with coefficients (v0, . . . , vM−1) = vh ∈ RM . This allows to uniquely identify each
function with a vector S0

h(0, L) 3 vh ↔ vh ∈ RM and is called the finite element iso-
morphism. Note, that the basis functions are defined on half-open intervals [xk, xk+1)
rather than on the elements τk+1 = (xk, xk+1). This ensures right continuity in the
left point of the interval and will be necessary later on, to define functions of higher
order and higher regularity. For ease of presentation we might drop the dependency
of the basis funtions on h in the following, writing ϕ0

h,k = ϕ0
k. Since functions in

S0
h(0, L) are in general discontinuous, by the Sobolev imbedding Hs(0, L) ⊂ C([0, L])

for 2s > 1 we see that S0
h(0, L) ⊂ Hs(0, L) only for s < 1

2
. In order to achieve

conformity also in Sobolev spaces of higher order, we will define B-splines of higher
order, see, e.g., [31, 69]. The space of B-splines of degree p ∈ N will be denoted by
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Sph(0, L) and is spanned by basis functions ϕpk, which can be contructed recursively
as

ϕpk(x) :=

{
x−xk−p
xk−xk−p

ϕp−1
k−1(x) + xk+1−x

xk+1−xk+1−p
ϕp−1
k (x), k = 0, . . . ,M + p− 1,

0, else,

starting from ϕ0
k. Here we use the convention that x−j = x0 and xM+j = xM for all

j ∈ N and fractions with zero denominators are zero. In order to avoid asymmetry,
we enforce continuity at the right endpoint, i.e., we define

ϕpk(L) = lim
x→L
x<L

ϕpk(x), k = 0, . . . ,M + p− 1.

In particular, for the B-splines of degree p = 1 the basis functions {ϕ1
k}Mk=0 are given

as

ϕ1
0(x) =

x1 − x
h1

ϕ0
0(x),

ϕ1
k(x) =

x− xk−1

hk
ϕ0
k−1(x) +

xk+1 − x
hk+1

ϕ0
k(x), k = 1, . . . ,M − 1,

ϕ1
M(x) =

x− xM−1

hM
ϕ0
M−1(x).

Whereas for p = 2 we get the basis functions {ϕ2
k}M+1

k=0 defined as

ϕ2
0(x) =

x1 − x
h1

ϕ1
0(x),

ϕ2
1(x) =

x− x0

h1

ϕ1
0(x) +

x2 − x
h1 + h2

ϕ1
1(x),

ϕ2
k(x) =

x− xk−2

hk−1 + hk
ϕ1
k−1(x) +

xk+1 − x
hk + hk+1

ϕ1
k(x), k = 2, . . . ,M − 1,

ϕ2
M(x) =

x− xM−2

hM−1 + hM
ϕ1
M−1(x) +

xM − x
hM

ϕ1
M(x),

ϕ2
M+1(x) =

x− xM−1

hM
ϕ1
M(x).

Theorem 2.17 ([69, c.f. Theorem 4]). It holds that Sph(0, L) ⊂ Cp−1([0, L]), p ∈ N.
In particular,

S1
h(0, L) ⊂ H1(0, L) and S2

h(0, L) ⊂ H2(0, L).



18 2 Preliminaries

Remark 2.18.

• It holds, see [69, Theorem 6], that

Sph(0, L) =
{
v ∈ Cp−1([0, L]) : v

∣∣
[xk−1,xk)

∈ Pp([xk−1, xk)), k = 1, . . . ,M − 1,

v
∣∣
[xM−1,xM ]

∈ Pp([xM−1, xM ])
}
.

• For p = 1 the basis functions ϕ1
k correspond to the Lagrangian basis functions/

hat functions

ϕ1
k(x) =


1, x = xk,

0, x = xi, i 6= k,

linear, else,

and thus S1
h(0, L) is the well-known space of piecewise linear, globally continuous

functions.

• The support of the basis functions grows with the degree of the B-splines, i.e.,
supp(ϕpk) = [xk−p, xk+1], with the convention x−j = x0 and xM+j = xM for
j ∈ N.

• The B-splines are non-negative and positive inside their support. Further, for
each x ∈ [0, L] the B-splines satisfy the partition of unity

M+p−1∑
k=0

ϕpk(x) = 1, for all p ∈ N0,

see [69, p. 6, p. 21].

Remark 2.19. Though, we are only considering functions on an interval, approx-
imation spaces for higher dimensions can be defined by a tensor product structure,
i.e., for an orthotope R = (0, L1)× . . .× (0, Ld) ⊂ Rd, one can define the space

Sph(R) := Sph(0, L1)⊗ . . .⊗ Sph(0, Ld), p ∈ N0.

2.5.2 Approximation properties

In order to show how well a given function v : (0, L)→ R of sufficient regularity can
be approximated using splines, we will construct an approximation vh ∈ Sph(0, L) by
introducing a suitable quasi-interpolation, following the presentation in [69]. Before
we proceed, we need an auxiliary result, concerning the approximability of functions
by polynomials.
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Lemma 2.20 ([69, cf Theorem 15]). Let v ∈ Hm+1([a, b]), m ∈ N0, for some interval
[a, b] ⊂ [0, L], and let

g(x) = Tmv(x; a) =
m∑
i=0

(x− a)i

i!
∂ixv(a), x ∈ [a, b],

be the Taylor polynomial of degree m in a. Then

‖∂jx(v − g)‖L2([a,b]) ≤ c(m, j)(b− a)m+1−j‖∂m+1
x v‖L2([a,b]), j = 0, . . . ,m.

Proof. By the integral representation of the remainder we have that

v(x)− g(x) = v(x)− Tmv(x; a) =
1

m!

∫ x

a

(x− y)m∂m+1
y v(y) dy, x ∈ [a, b].

Differentiating and a Cauchy–Schwarz inequality gives

|∂jx(v − g)(x)| =
∣∣∣ 1

(m− j)!

∫ x

a

(x− y)m−j∂m+1
y v(y) dy

∣∣∣
≤ 1

(m− j)!

(∫ x

a

(x− y)2(m−j) dy
)1/2

‖∂m+1
x v‖L2([a,b])

≤ (b− a)m−j+1/2

(m− j)!(2(m− j) + 1)1/2
‖∂m+1

x v‖L2([a,b]).

Now, after squaring and integrating over [a, b] we arrive at

‖∂jx(v − g)‖2
L2([a,b]) ≤ c(m, j)(b− a)2(m−j+1)‖∂m+1

x v‖2
L2([a,b]),

from which the result immediately follows.

Let us introduce some useful notation before we proceed. For k = 0, . . . ,M recall
that τk = (xk−1, xk) and consider Ik,p = (xk−p−1, xk+p) with the convention that
x−j = x0 and xM+j = xM for j ∈ N. Moreover, let hk,min := arg minτ`⊂Ik,p |τ`| and
similarly hk,max := arg maxτ`⊂Ik,p |τ`|. The next lemma shows, under which conditions
a quasi-interpolation will give a good approximation.

Lemma 2.21. Let p ∈ N0 and Πp
h : L2(0, L)→ Sph(0, L) be a projection, i.e.,

Πp
hvh = vh for all vh ∈ Sph(0, L),

with the following properties:

(QI1) There exist cΠ > 0 for all v ∈ L2(Ik,p), k = 0, . . . ,M , such that

‖∂jxΠ
p
hv‖L2(τk) ≤ cΠh

−j
k,min‖v‖L2(Ik,p), j = 0, . . . , p.



20 2 Preliminaries

(QI2) Πp
h reproduces Pp. More precisely, for each g ∈ Pp(Ik,p), k = 0, . . . ,M , it

holds
(Πp

hg)(x) = g(x), x ∈ Ik,p.

Assume that hk,max
hk,min

≤ cL. Then for v ∈ Hm+1(Ik,p), m = 0, . . . p, there holds

‖∂jx(v − Πp
hv)‖L2(τk) ≤ c(p,m, j, cΠ, cL)hm+1−j

k ‖∂m+1
x v‖L2(Ik,p), j = 0, . . . ,m.

Moreover, if v ∈ Hm+1(0, L), m = 0, . . . , p, we get

‖∂jx(v − Πp
hv)‖L2(0,L) ≤ c(p,m, j, cΠ, cL)hm+1−j‖∂m+1

x v‖L2(0,L), j = 0, . . . ,m.

Proof. For any g ∈ Pp(Ik,p) we compute for j = 0, . . . , p, using (QI1) and (QI2)

‖∂jx(v − Πp
hv)‖L2(τk) ≤ ‖∂jx(v − g)‖L2(τk) + ‖∂jx(Π

p
h(v − g))‖L2(τk)

≤ ‖∂jx(v − g)‖L2(τk) + cΠh
−j
k,min‖v − g‖L2(Ik,p).

By Lemma 2.20, choosing g = Tmv(x;xk−p−1) ∈ Pm(Ik,p) as the Taylor polynomial
of degree m in xk−p−1, we can bound the first term as

‖∂jx(v − g)‖L2(τk) ≤ c(m, j)hm+1−j
k ‖∂m+1

x v‖L2(τk)

and the second term by

‖v − g‖L2(Ik,p) ≤ c(m)(xk+p − xk−p−1)m+1‖∂m+1
x v‖L2(Ik,p)

≤ c(m)(2p+ 1)m+1hm+1
k,max‖∂

m+1
x v‖L2(Ik,p).

The estimates together with the assumption that hk,max ≤ cLhk,min give the desired
local bound. The global bound follows by squaring and summation.

An operator fulfilling (QI1)-(QI2) can be constructed. We follow [69, Section 1.5.3.1].
Therefore, we define

Πp
hv(x) =

M+p−1∑
k=0

λk,p(v)ϕpk(x), (2.7)

with coefficients

λk,p(v) =
1

xk+1 − xk−p

∫ xk+1

xk−p

( p∑
i=0

ak,i

( x− xk−p
xk+1 − xk−p

)i)
v(x) dx,

where ak,i, i = 0, . . . , p, are chosen such that we have for each j = k− p, . . . , k + 1

λk,p(ϕ
p
j) =

{
1, j = k

0, else.
(2.8)
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Note, that the representation

( x− xk−p
xk+1 − xk−p

)i
=

k+1∑
j=k−p

ck,i,jϕ
p
j(x), x ∈ [xk−p, xk+1), i = 0, . . . , p,

holds true, and thus (2.8) is equivalent to require

λk,p

(( x− xk−p
xk+1 − xk−p

)i)
= ck,i,k.

The operator Πp
h has the following properties.

Lemma 2.22. Let p ∈ N0. The operator (2.7) is a well-defined projection for func-
tions in L2(0, L), i.e., Πp

h : L2(0, L)→ Sph(0, L) satisfies

(Πp
hϕ

p
j)(x) =

M+p−1∑
k=0

λk,p(ϕ
p
j)ϕ

p
k(x) = ϕpj(x) for all x ∈ [0, L], j = 0, . . . ,M+p−1.

Moreover, it fulfills the assumptions (QI1)-(QI2).

Proof. The proof is technical and exceeds the scope of this work. A detailed proof
can be found in [69, Section 1.5.3.1]

We summarize our findings in the main theorem of this section.

Theorem 2.23. Let p ∈ N0 and let v ∈ Hm+1(0, L) for m = 0, . . . , p. Then

inf
vh∈Sph(0,L)

‖∂jx(v − vh)‖L2(0,L) ≤ chm+1−j‖∂m+1
x v‖L2(0,L), j = 0, . . . ,m,

holds, where c > 0 is a constant independent of the mesh size h.

We also want to have best approximation error estimates in the broken Sobolev-spaces
Hs(0, L), s > 0, s 6∈ N0. For this purpose we will first introduce projection operators,
which realize the best approximation. Combined with the given approximation error
estimate and the interpolation result of Theorem 2.14, we will then be able to derive
the desired estimates.

We denote by Qp
h : L2(0, L) → Sph(0, L), p ∈ N0, the L2-projection onto Sph(0, L)

defined as

〈Qp
hu, vh〉L2(0,L) = 〈u, vh〉L2(0,L), for all vh ∈ Sph(0, L).

It admits the well-known properties.
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Lemma 2.24. Let u ∈ L2(0, L). Then, the following properties hold true:

(i) ‖Qp
hu‖L2(0,L) ≤ ‖u‖L2(0,L)

(ii) ‖u−Qp
hu‖L2(0,L) ≤ ‖u‖L2(0,L)

(iii) infvh∈Sph(0,L) ‖u− vh‖L2(0,L) = ‖u−Qp
hu‖L2(0,L)

We further denote by P p
h : H1(0, L) → Sph(0, L), p ∈ N the H1-projection onto

Sph(0, L) defined as

〈P p
hu, vh〉L2(0,L) + 〈∂x(P p

hu), ∂xvh〉L2(0,L) = 〈u, vh〉L2(0,L) + 〈∂xu, ∂xvh〉L2(0,L),

for all vh ∈ Sph(0, L). Note, that by Theorem 2.17 Sph(0, L) ⊂ H1(0, L), p ≥ 1, and
thus the projection is well-defined. As the L2-projection, it admits the following,
well-known properties.

Lemma 2.25. Let u ∈ H1(0, L). Then, the following properties hold true:

(i) ‖P p
hu‖H1(0,L) ≤ ‖u‖H1(0,L)

(ii) ‖u− P p
hu‖H1(0,L) ≤ ‖u‖H1(0,L)

(iii) infvh∈Sph(0,L) ‖u− vh‖H1(0,L) = ‖u− P p
hu‖H1(0,L)

The interpolation error estimates, for a discretization that is fine enough, i.e., h < 1,
are stated in the next theorem.

Theorem 2.26. Let the assumptions of Theorem 2.23 hold true. Assume that u ∈
Hs(0, L) with 0 ≤ s ≤ p+ 1. Then,

inf
vh∈Sph(0,L)

‖u− vh‖L2(0,L) = ‖u−Qp
hu‖L2(0,L) ≤ chs‖u‖Hs(0,L). (2.9)

Moreover, for p ≥ 1 and 1 ≤ s ≤ p+ 1, we get

inf
vh∈Sph(0,L)

‖u− vh‖H1(0,L) = ‖u− P p
hu‖H1(0,L) ≤ chs−1‖u‖Hs(0,L). (2.10)

Proof. For u ∈ L2(0, L) we get by Lemma 2.24 (ii) that

‖u−Qp
hu‖L2(0,L) ≤ ‖u‖L2(0,L).

Further, for u ∈ Hp+1(0, L), we have, using Lemma 2.24 (iii) and Theorem 2.23 that

‖u−Qp
hu‖L2(0,L) = inf

vh∈Sph(0,L)
‖u− vh‖L2(0,L) ≤ chp+1‖u‖Hp+1(0,L).
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Thus, the operator I − Qp
h : Hri(0, L) → L2(0, L), i = 0, 1, is bounded for 0 = r0 <

r1 = p + 1. Now, with Theorem 2.14 we get that I − Qp
h : Hr(0, L) → L2(0, L) is

bounded for all s = (1− θ)r0 + θr1 = θ(p+ 1) ∈ [0, p+ 1], for θ ∈ [0, 1], and

‖u−Qp
hu‖L2(0,L) ≤ ch(p+1)θ‖u‖Hs(0,L) = chs‖u‖Hs(0,L)

which gives (2.9). The inequality (2.10) can be derived analogously, using Lemma
2.25.

2.5.3 Space(-time) approximation spaces

In the last section we discussed approximation spaces on intervals, which can be
extended by tensor products to higher dimensions. For several reasons we will now
discuss other discrete trial spaces that fulfill the same approximation properties as
discussed in the one dimensional case, but can be defined on a simplicial decompo-
sition of a d-dimensional domain. Firstly, for a more complex geometry an approx-
imation with orthotopes might not be accurate. Secondly, when we want to define
adaptive schemes, we will need to have local refinements, which are easily realizable
on simplicial meshes. For further reading we refer to [23, 39, 105].

In the following let D ⊂ Rn, n ∈ N, denote a bounded Lipschitz domain, and assume
that D is polygonally (n = 2), polyhedrally (n = 3) or polychorally (n = 4) bounded.
Further, let Th = {τ`}N`=1 denote a decomposition ofD into non-overlapping, simplicial
elements τ` ⊂ Rn, ` = 1, . . . , N , i.e.,

D =
N⋃
`=1

τ`, with τ` ∩ τk = ∅, for all k 6= `.

A simplex τ` ⊂ Rn is defined as the interior of the convex hull of n + 1 vertices
{xi}n+1

i=1 , for which the vectors {x2−x1, . . . , xn+1−x1} are linearly independent. The
collection of all vertices are the nodes of the decomposition Th, which are denoted
by {xk}Mk=1. Further, we denote by h` = |τ`|1/n, ` = 1, . . . , N the local mesh size
of each element and by h = hmax = max`=1,...,N h` the maximal global mesh size
and by hmin = max`=1,...,N h` the minimal global mesh size. We assume that the
decomposition fulfills the following properties:

(D1) (Admissibility) Neighboring elements share either a node n = 1, 2, 3, 4, an edge
n = 2, 3, 4, a face n = 3, 4 or a tetraeder n = 4, i.e., we avoid „hanging nodes“.

(D2) (Shape regularity) We define the diameter of each element as

d` := sup
x,y∈τ`

|x− y|
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and its radius as

r` := arg max{r > 0 : Br(x) ⊂ τ`, for any x ∈ τ`},

i.e., the radius of the largest ball that can be inscribed in τ`. Then we say that
Th is shape regular if

d` ≤ cF r`, for all ` = 1, . . . , N,

with a constant independent of the decomposition Th.

We say that Th is globally quasi-uniform if

hmax

hmin
≤ cG,

for a constant cG > 0 independent of h and Th is locally quasi-uniform if

h`
hk
≤ cL,

for all neighboring elements τ` ∩ τk 6= ∅ and a constant cL > 0 independent of h.

Let us first consider the space of globally discontinuous, piecewise constant functions
defined as

S0
h(Th) := {vh ∈ L2(D) : vh

∣∣
τ`
∈ P0(τ`) for all ` = 1, . . . , N},

where P0(τ`) is the space of all constant functions on τ`. The space is obviously
spanned by the functions {ϕ0

`}N`=1, which are given as

ϕ0
`(x) =

{
1, x ∈ τ`,
0, else.

As in the one dimensional case, by the Sobolev embedding theorem we see that
S0
h(Th) 6⊂ H1(D). So let us define the approximation space of globally continuous,

piecewise linear functions defined as

S1
h(Th) :=

{
vh ∈ C(D) : vh

∣∣
τ`
∈ P1(τ`) for all ` = 1, . . . , N

}
,

where P1(τ`) denotes the space of all polynomials of degree one on τ`.
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Remark 2.27.

• The hat functions {ϕ1
k}Mk=1, defined as

ϕ1
k(x) =


1, x = xk,

0, x = xi, i 6= k,

linear, else,

are a basis for S1
h(Th), see e.g. [39, Proposition 1.78].

• It holds that S1
h(Th) ⊂ H1(Ω), see [39, Proposition 1.74].

• For d = 1 we have S1
h(Th) = S1

h(Ω), where Ω = (0, L).

We now want to derive best approximation results as in the one-dimensional case.
Let us first consider the nodal interpolation operator Ih : C(D) → S1

h(Th), defined
as

Ihv(x) =
M∑
k=1

v(xk)ϕ
1
k(x) for all x ∈ D.

Since, for D ⊂ Rn, n = 1, 2, 3 we have by the Sobolev embedding theorem that
H2(D) ⊂ C(D) we can state the following result.

Theorem 2.28. Let Th = {τ`}N`=1 be a locally quasi-uniform decomposition of D ⊂ Rn

for n = 1, 2, 3 and let v ∈ H2(τ`), ` = 1, . . . , N . Then Ih : H2(τ`) → S1
h(Th) is well-

defined and

‖v − Ihv‖2
L2(τ`)

+ h2
`‖∇(v − Ihv)‖2

L2(τ`)
≤ ch4

`

∑
|α|=2

‖Dαv‖2
L2(τ`)

.

Moreover, if v ∈ H2(D), Ih : H2(D)→ S1
h(Th) is well-defined and

‖v − Ihv‖2
L2(D) + h2‖∇(v − Ihv)‖2

L2(D) ≤ ch4
∑
|α|=2

‖Dαv‖2
L2(D).

Proof. As H2(ω) ⊂ C(ω) for all ω = τ` or ω = D if n = 1, 2, 3, the interpolation of
Ihv ∈ S1

h(Th) of v ∈ H2(ω) is well-defined and the error estimates are well-known,
see [39, Remark 1.105] or [105, Lemma 9.9].

The previous Lemma just covers the case for n = 1, 2, 3, as for n = 4 the nodal inter-
polation is not a well-defined operator for functions in H2(D). To obtain similar best
approximation estimates, we will construct a quasi-interpolation operator. Before
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we proceed, let us introduce some useful notation. For an element τ`, ` = 1, . . . , N ,
define the element patch as

ωτ` :=
⋃

{j=1,...,N : τ`∩τj 6=∅}

τ j, ` = 1, . . . , N.

Moreover, for v ∈ Hj(D), j ∈ N0, we denote the Hj(D) semi-norm by

|v|Hj(D) :=

√∑
|α|=j

‖Dαv‖2
L2(D).

For sufficiently regular functions we have the following approximation property of
polynomials.

Lemma 2.29. Assume that Th is locally quasi-uniform. Let v ∈ Hm+1(ω`), m ∈ N0,
for ω` = τ` or ω` = ωτ`, ` = 1, . . . , N . Then

inf
g∈Pm(ω`)

|v − g|Hj(ω`) ≤ c(n,m, cL, cF )hm+1−j
` |v|Hm+1(ω`), j = 0, . . . ,m.

Proof. The result can be proved applying a generalized version of the Bramble-Hilbert
Lemma given in [36, Theorem 7.1]. The details for the application to this specific
case can be found in [103, p. 490].

Now, to get a grip on the approximation properties of a quasi-interpolation operator,
we need an auxiliary result, following Ciarlet [23], which deals with the mapping of a
reference setting. Therefore, let τ̂ ⊂ Rn, be an arbitrary but fixed simplex, called a
reference element. Then, for each element τ`, ` = 1, . . . , N , there exists an invertible,
affine-linear mapping F` : τ̂ → τ` given as

F`(x̂) = B`x̂+ b`, B` ∈ Rn×n, b` ∈ Rn,

such that F`(τ̂) = τ`.

Lemma 2.30. If v ∈ Hj(τ`) for some j ≥ 0 and ` = 1, . . . , N , then v̂ := v ◦ F`
satisfies v̂ ∈ Hj(τ̂) and, in addition, there exists a constant c = c(j, n, cF , τ̂) such
that

|v̂|Hj(τ̂) ≤ chj`|det(B`)|−1/2|v|Hj(τ`). (2.11)

and
|v|Hj(τ`) ≤ ch−j` |det(B`)|1/2|v̂|Hj(τ̂). (2.12)

Proof. The mapping properties

|v̂|Hj(τ̂) ≤ c‖B`‖j2|det(B`)|−1/2|v|Hj(τ`).
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and
|v|Hj(τ`) ≤ c‖B−1

` ‖
j
2|det(B`)|1/2|v̂|Hj(τ̂),

are well-known, see, e.g., Ciarlet [23, Theorem 3.1.2]. Moreover, it holds, see [23,
Theorem 3.1.3], that

‖B`‖2 ≤
d`
r̂

and ‖B−1
` ‖2 ≤

d̂

r`
,

where
d` = sup

x,y∈τ`
|x− y| and d̂ = sup

x̂,ŷ∈τ̂
|x̂− ŷ|,

and the radii are defined as

r` := arg max{r > 0 : Br(x) ⊂ τ`, for any x ∈ τ`},
r̂ := arg max{r > 0 : Br(x̂) ⊂ τ̂ , for any x̂ ∈ τ̂}.

Now, note that a ball Br(x) ⊂ Rn with radius r > 0, has the volume

|Br(x)| =


2r, n = 1,

πr2, n = 2,
4
3
πr3, n = 3,
π2r4

2
, n = 4.

Recall, that the local mesh size of an element τ` ⊂ Rn is defined as h` = |τ`|1/n. When
taking (r`, x`) := arg max{r > 0, x ∈ τ` : Br(x) ⊂ τ`}, we have that |Br`(x`)| ≤ |τ`|.
By the assumption of shape regularity (D2), we also have the reverse direction, i.e.,
|τ`| ≤ dn` ≤ cnF r

n
` ≤ c(n, cF )|Br`(x`)| and thus the relation

c1h` ≤ r` ≤ c2h`

for constants ci(n, cF ) > 0, i = 1, 2. With this we can estimate

‖B`‖2 ≤
d`
r̂
≤ cF c2

h`
r̂
≤ ĉh` and ‖B−1

` ‖2 ≤
d̂

r`
≤ c−1

1

d̂

h`
≤ ĉh−1

` ,

which completes the proof.

Now we can state the main result, for the construction of a quasi-interpolation op-
erator.

Lemma 2.31. Assume that Th is locally quasi-uniform and let ω` = τ` or ω` = ωτ`,
` = 1, . . . , N . Let p ∈ N0 and Πp

h : L2(D)→ Sph(Th) be a projection, i.e.,

Πp
hvh = vh for all vh ∈ Sph(Th),

with the following properties:
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(QI1-d) For all v ∈ L2(ω`) there exist cΠ > 0 , such that

|Πp
hv|Hj(τ`) ≤ cΠh

−j
` ‖v‖L2(ω`), j = 0, . . . , p.

(QI2-d) Πp
h reproduces Pp. More precisely, for each g ∈ Pp(ω`), it holds

(Πp
hg)(x) = g(x), x ∈ ω`.

Then for v ∈ Hm+1(ω`), m = 0, . . . p, there holds

|v − Πp
hv|Hj(τ`) ≤ c(n,m, cΠ, cL, cF )hm+1−j

` |v|Hm+1(ω`), j = 0, . . . ,m.

Moreover, if v ∈ Hm+1(D), m = 0, . . . , p, we get

|v − Πp
hv|Hj(D) ≤ c(n,m, cΠ, cL, cF )hm+1−j|v|Hm+1(D), j = 0, . . . ,m.

Proof. Let ` = 1, . . . , N be arbitrary but fixed and let v ∈ Hm+1(ω`). First, observe,
that by combining (2.11)-(2.12), we get for all j = 0, . . . ,m, that

|v|Hj(τ`) ≤ ch−j` |det(B`)|1/2|v̂|Hj(τ̂) ≤ ch−j` |det(B`)|1/2
m∑
i=0

|v̂|Hi(τ̂) ≤ c
m∑
i=0

hi−j` |v|Hi(τ`).

Using the local quasi-uniformity, we can further deduce that

|v|Hj(ω`) ≤ c(m)cL

m∑
i=0

hi−j` |v|Hi(ω`) (2.13)

Now, for any j = 0, . . . ,m and any g ∈ Pm(ω`), using a triangle inequality together
with (QI2-d), (QI1-d) and (2.13), we can estimate

|v − Πp
hv|Hj(τ`) ≤ |v − g|Hj(τ`) + |Πp

h(v − g)|Hj(τ`)

≤ |v − g|Hj(ω`) + cΠh
−j
` ‖v − g‖L2(ω`)

≤ c(m, cL, cΠ)
m∑
i=0

hi−j` |v − g|Hi(ω`)

and the assertion follows, when applying Lemma 2.29.

In the following we construct quasi-interpolation operators, meeting the assumptions
(QI1-d) and (QI2-d) for the approximation spaces Sph(Th), p = 0, 1. For S0

h(Th)
consider the L2-projection Π0

h := Q0
h : L2(D)→ S0

h(Th), defined as

〈Q0
hu, vh〉L2(D) = 〈u, vh〉L2(D), for all vh ∈ S0

h(Th). (2.14)

The properties of the projection are summarized in the next lemma.
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Lemma 2.32. The operator (2.14), is well-defined. Furthermore, it is a projection
onto S0

h(Th) and satisfies (QI1-d) and (QI2-d).

Proof. Since the integral exist the operator is well-defined and the projection property
can be shown easily. Moreover, since on each element τ`, ` = 1, . . . , N , it holds that
(Q0

hu)(x) = c`ϕ
0
`(x), c` = 1

|τ`|

∫
τ`
u(x) dx we have that

‖Q0
hu‖2

L2(τ`)
= 〈Q0

hu,Q
0
hu〉L2(τ`) = c`〈Q0

hu, ϕ
0
`〉L2(τ`)

= c`〈Q0
hu, ϕ

0
`〉L2(D) = c`〈u, ϕ0

`〉L2(D)

= c`〈u, ϕ0
`〉L2(τ`) = 〈u,Q0

hu〉L2(τ`)

≤ ‖u‖L2(τ`)‖Q
0
hu‖L2(τ`),

showing (QI1-d). Being a linear projection it holds Q0
hϕ

0
` = ϕ0

` for all ` = 1, . . . , N
and (QI2-d) follows from the fact that each g ∈ P0(τ`) can be written as g(x) =
cϕ0

`(x), c ∈ R.

For S1
h(Th) we will construct a quasi-interpolation operator, following Clément [25],

see also [39, Section 1.6.1], [105, Section 9.4] and [3]. For a node xk, k = 1, . . . ,M ,
we call

ωxk :=
⋃

{`=1,...,M :xk∈τ`}

τ`, k = 1, . . . ,M,

the node patch and we define the local L2-projections Q1
h,k : L2(ωxk)→ S1

h(ωxk) as

〈Q1
h,ku, vh〉L2(ωxk ) = 〈u, vh〉L2(ωxk ) for all vh ∈ S1

h(ωxk).

Using the local projection operators, we now define the quasi-interpolation operator
Π1
h : L2(D)→ S1

h(Th) as

(Π1
hu)(x) =

M∑
k=1

(Q1
h,ku)(xk)ϕ

1
k(x), x ∈ D, (2.15)

which has the following properties.

Lemma 2.33. The operator (2.15) is well-defined. Moreover it is projection onto
S1
h(Th) and satisfies (QI1-d) and (QI2-d).

Proof. Since all the local projections Q1
h,k are well-defined for functions in L2(D),

so is Π1
h. The projection property Π1

hvh = vh ∈ S1
h(Th) is easy to check. Moreover,

each g ∈ P1(ωxk) can be written as g(x) =
∑
{j:xj∈ωxk}

g(xj)ϕ
1
j(x), x ∈ ωxk and thus

Π1
hg = g, showing (QI2-d). To prove (QI1-d) first note, that by the inverse inequality

in Lemma 2.37, for all vh ∈ S1
h(Th) it holds that

‖vh‖L∞(τ`) ≤ ch
−n/2
` ‖vh‖L2(τ`).
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Therefore, using the boundedness of the local projection, we have for xk ∈ τ` that

|Q1
h,ku(xk)| ≤ ‖Q1

h,ku‖L∞(τ`) ≤ ch
−n/2
` ‖Q1

h,ku‖L2(τ`) ≤ ch
−n/2
` ‖u‖L2(ωxk ), (2.16)

Moreover, since the shape functions satisfy ϕ1
k(x) ≤ 1 for all x ∈ D, we can bound

‖ϕ1
k‖L2(τ`) ≤ |τ`|

1/2 = h
n/2
`

and using an inverse inequality, see Lemma 2.37, we get

‖∇ϕ1
k‖L2(τ`) ≤ cIh

−1
` ‖ϕ

1
k‖L2(τ`) ≤ cIh

n/2−1
`

resulting overall in
|ϕ1
k|Hj(τ`) ≤ ch

n/2−j
` , j = 0, 1. (2.17)

Now, we can estimate, using (2.16) and (2.17),

|Π1
hu|Hj(τ`) ≤

∑
{k=1,...,M :xk∈τ`}

|Q1
h,ku(xk)||ϕ1

k|Hj(τ`)

≤ c
∑

{k=1,...,M :xk∈τ`}

h
−n/2
` h

n/2−j
` ‖u‖L2(ωxk )

≤ ch−j` ‖u‖L2(ωτ` )
,

for j = 0, 1, from which we can deduce the bound (QI1-d). This finishes the proof.

Remark 2.34. The Clément quasi-interpolation Π1
h defined in (2.15) is suitable for

showing the approximation properties, but does not preserve boundary conditions.
This problem can be avoided when using the Scott-Zhang interpolation operator given
in [103], with the drawback that this operator is only well-defined for functions in
H1(D). A quasi-interpolation of minimal regularity, preserving boundary conditions,
was constructed by Bernardi [12].

We can now summarize the approximation property of the spaces in higher dimen-
sions n ∈ N.

Theorem 2.35. Let Th be a locally quasi-uniform decomposition of the domain D ⊂ Rn,
n = 1, 2, 3, 4. Further, let p = 0, 1 and let v ∈ Hm+1(D) for m = 0, . . . , p. Then

inf
vh∈Sph(D)

|v − vh|Hj(D) ≤ chm+1−j|v|Hm+1(D), j = 0, . . . ,m,

holds, where c > 0 is a constant independent of the mesh size h.
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In order to achieve estimates in Sobolev spaces of real order, we proceed as in the one
dimensional case, by defining the global L2-projection Qp

h : L2(D)→ Sph(Th), p = 0, 1
by

〈Qp
hu, vh〉L2(D) = 〈u, vh〉L2(D), for all vh ∈ Sph(Th)

and the global H1-projection P 1
h : H1(D)→ S1

h(D) by

〈P 1
hu, vh〉L2(D) + 〈∇(P 1

hu),∇vh〉L2(D) = 〈u, vh〉L2(D) + 〈∇u,∇vh〉L2(D),

for all vh ∈ S1
h(Th). They admit the same properties as in the one dimensional

case, see Lemma 2.24 and Lemma 2.25. Using a space interpolation argument and a
discretization that is fine enough, i.e., h < 1, we can state the following theorem.

Theorem 2.36. Let p = 0, 1 and u ∈ Hs(D) with 0 ≤ s ≤ p+ 1. Then

inf
vh∈Sph(Th)

‖u− vh‖L2(D) = ‖u−Qp
hu‖L2(D) ≤ chs‖u‖Hs(D). (2.18)

Moreover, let u ∈ Hs(D) with 1 ≤ s ≤ 2. Then

inf
vh∈S1

h(Th)
‖u− vh‖H1(D) = ‖u− P 1

hu‖H1(D) ≤ chs−1‖u‖Hs(D). (2.19)

Proof. The proof follows the lines of the one dimensional case in Theorem 2.26, using
the approximation results of Theorem 2.35, the properties of the projections Q1

h and
P 1
h and the interpolation in Sobolev spaces (Theorem 2.14).

2.5.4 Inverse inequalities

It is well-known that on finite dimensional spaces all norms are equivalent. The goal
of on inverse inequality is to specify the equivalence constants for S1

h(Th) depending
on the mesh size. This will be a powerful tool for the error analysis later on. We
refer to [39, Section 1.7].

Lemma 2.37. Let vh ∈ S1
h(Th). Then for each ` = 1, . . . , N there hold the local

inverse inequalities

‖∇vh‖L2(τ`) ≤ cIh
−1
` ‖vh‖L2(τ`).

and

‖vh‖Lp(τ`) ≤ ch
n(

1
p
−1
q

)

` ‖vh‖Lq(τ`), p, q = 1, . . . ,∞,
where

‖vh‖Lp(τ`) :=


(∫

τ`
|vh(x)|p dx

)1/p

, 1 ≤ p <∞,
supx∈τ` |vh(x)|, p =∞.
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Moreover, we can estimate

‖∇vh‖2
L2(D) ≤ cI

N∑
`=1

h−2
` ‖vh‖

2
L2(τ`)

.

If Th is globally quasi-uniform there holds the global inverse inequality

‖∇vh‖L2(D) ≤ cIh
−1‖vh‖L2(D).

Proof. The proof relies on the mapping properties to a reference setting, see Lemma
2.30, and the fact that in finite dimensions all norms are equivalent. Details can be
found in [39, Lemma 1.138, Corollary 1.141]. See also [105, Lemma 9.6, Lemma 9.8]
for sharp constants.



3 A unified analysis for optimal control
problems with energy regularization

In this chapter we will give a unified framework to analyze optimal control problems,
which admit a certain structure. To phrase the problem statement, let us consider
the Gelfand triples

Y ⊂ HY ⊂ Y ∗ and X ⊂ HX ⊂ X∗.

Then, for a given target yd ∈ HY , a given cost parameter % > 0 and an operator
B : Y → X∗, we want to minimze the cost functional

J (y%, u%) =
1

2
‖yd − y%‖2

HY
+
%

2
‖u%‖2

X∗ , (3.1)

over all y% ∈ Y and u% ∈ X∗ that fulfill

By% = u% in X∗. (3.2)

In general, we cannot compute the solution directly as y% ∈ Y but yd ∈ HY 6⊂ Y .
So, we aim to find a good approximation of the target yd under acceptable costs for
the control u%. Since dom(B) = Y ⊂ HY , B : H → X∗ is in general unbounded
and the minimization of ‖yd − y%‖2

HY
subject to (3.2) is ill-conditioned. This is well-

known in inverse problems, see [38, 68]. A remedy is to add a regularization term,
e.g. Tikhonov regularization, see [100], or a suitable norm of the state, see, e.g., [20].
We note, that the reconstructed state and control depend on the choice of the norm.
For some applications it is favorable to have solutions of low regularity, which can be
realized by using norms in Banach spaces and is known as directional sparsity, see,
e.g., [63]. In our case, the cost term of the control %

2
‖u%‖2

X∗ serves as a regularization
and is crucial for the analysis of the problem. The cost parameter is then related to
a regularization parameter, which should fulfill certain properties to have an optimal
balance of the regularization and minimization term.

Let us assume that B : Y → X∗ is an isomorphism. Then the norm equivalence

‖u%‖X∗ = ‖By%‖X∗ ' ‖y%‖Y ,

holds true. Thus, the operator induces a norm on the space of the control, the
so called energy norm. Therefore, we call this setting the energy regularization.

33
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Many problems can be casted into this framework, including energy regularization of
elliptic distributed optimal control problems [17, 73, 80, 95], elliptic optimal control
problems with boundary control [4, 54, 97] and parabolic distributed optimal control
problems [79] as well as hyperbolic distributed optimal control problems [87, 91] in
the context of space-time methods, to mention some of them. The rest of this chapter
is structured as follows. In Section 3.1 we will analyze the continuous problem (3.1)-
(3.2), stating the assumptions on the operator B in more detail. We will also discuss
the relation of the regularity of the target yd to the cost/regularization parameter
% > 0. Moreover, we will introduce a conforming discretization in finite dimensional
subspaces Xh ⊂ X and Yh ⊂ Y of the continuous setting, analyze unique solvability
and derive quasi-optimal error estimates for the computable state y%h ∈ Yh. The
section ends with a discussion on a discrete reconstruction of the control u%H ∈
UH ⊂ X∗ from a given, computed state y%h ∈ Yh. In Section 3.2 we will discuss the
handling of constraints in the abstract setting of optimal control problems with energy
regularization. We will again start with the analysis of the continuous setting. In
particular, we will derive analogous relations between the regularization parameter
and the regularity of the target. We finally conclude, by analyzing the discrete
setting.

3.1 The energy regularization

For ease of presentation, we will henceforth restrict ourselves to the case HX =
HY = H. As already mentioned in the introduction a crucial property of the energy
regularization is to assume that B : Y → X∗ is an isomorphism. In view of the
BN-Theorem (Theorem 2.4), we will make the following assumptions:

Assumption 3.1. Let B : Y → X∗ fulfill the following properties:

(B1) (Boundedness) ∃cB2 > 0 : ‖By‖X∗ ≤ cB2 ‖y‖Y for all y ∈ Y ,

(B2) (Injectivity) ∃cB1 > 0 : cB1 ‖y‖Y ≤ sup06=q∈X
〈By,q〉H
‖q‖X

for all y ∈ Y ,

(B3) (Surjectivity) ∀q ∈ X \ {0} ∃yq ∈ Y : 〈Byq, q〉H 6= 0.

Using the assumptions (B1) and (B2) we have for all y ∈ Y that

cB1 ‖y‖Y ≤ sup
06=q∈Y

〈By, q〉H
‖q‖X

= ‖By‖X∗ ≤ cB2 ‖y‖Y , (3.3)

and thus ‖y‖Y ' ‖By‖X∗ . As a next step we want to give a computable realization
of the norm on X∗. Therefore, we introduce an operator A : X → X∗, for which we
make the following assumptions.
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Assumption 3.2. Let A : X → X∗ fulfill the following properties:

(A1) (Boundedness) ∃cA2 > 0 : ‖Aq‖X∗ ≤ cA2 ‖q‖X for all q ∈ X,

(A2) (Self-adjointness) 〈Ap, q〉H = 〈p,Aq〉H for all p, q ∈ X,

(A3) (Ellipticity) ∃cA1 > 0 : 〈Aq, q〉H ≥ cA1 ‖q‖2
X for all q ∈ X.

By Lemma 2.10 we know that for all q ∈ X and all v ∈ X∗

‖q‖A :=
√
〈Aq, q〉H and ‖v‖A−1 :=

√
〈v,A−1v〉H ,

define equivalent norms onX andX∗ respectively, with norm equivalence constants√
cA1 ‖q‖X ≤ ‖q‖A ≤

√
cA2 ‖q‖X and

1√
cA2
‖v‖X∗ ≤ ‖v‖A−1 ≤ 1√

cA1
‖v‖X∗ . (3.4)

Now, using the operator constraint (3.2) and the fact, that B : Y → X∗ is an
isomorphism, we can replace ‖u%‖X∗ ' ‖u%‖A−1 = ‖By%‖A−1 and consider the reduced
cost functional

J̃ (y%) =
1

2
‖y% − yd‖2

H +
%

2
‖By%‖2

A−1 (3.5)

=
1

2
〈y% − yd, y% − yd〉H +

%

2
〈By%, A−1By%〉H . (3.6)

Then the problem is to find y% ∈ Y such that

J̃ (y%) ≤ J̃ (y) for all y ∈ Y.

Thus, y% ∈ Y must fulfill the gradient equation

%B∗A−1By% + (y% − yd) = 0 in Y ∗, (3.7)

where B∗ : X → Y ∗ is the formally adjoint operator of B : Y → X∗.

Remark 3.3. Since B : Y → X∗ is an isomorphism, we can also consider the
operator constraint (3.2) as y% = B−1u% and the reduced cost functional

Ĵ (u%) =
1

2
‖B−1u% − yd‖2

H +
%

2
‖u%‖2

A−1

=
1

2
〈B−1u% − yd, B−1u% − yd〉H +

%

2
〈A−1u%, u%〉H .

(3.8)

Then, we want to find u% ∈ X∗ fulfilling

Ĵ (u%) ≤ Ĵ (v) for all v ∈ X∗,
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which is characterized by the gradient equation

(B∗)−1(B−1u% − yd) + %A−1u% = 0.

Defining p% = (B∗)−1(B−1u% − yd) ∈ X we thus need to solve the optimality system

By% = u% in X∗, B∗p% = y% − yd in Y ∗, p% + %A−1u% = 0 in X, (3.9)

consisting of the forward problem, the adjoint/backward problem and the gradient
equation. Eliminating the control by By% = u% we derive the equivalent system, to
find (p%, y%) ∈ X × Y such that

%−1Ap%+ By% = 0 in X∗,
−B∗p%+ y% = yd in Y ∗,

which reads in variational form

%−1〈Ap%, q〉H+ 〈By%, q〉H = 0 for all q ∈ X,
−〈B∗p%, z〉H+ 〈y%, z〉H = 〈yd, z〉H , for all z ∈ Y.

(3.10)

Now, eliminating the adjoint state p% = −%A−1By% we arrive at the Schur comple-
ment system to find y% ∈ Y such that

%B∗A−1By% + y% = yd in Y ∗,

which is again (3.7). Note, that this approach is of interest when considering control
constraints.

In order to show that a unique solution to (3.7) exists, let us consider the following
auxiliary result.

Lemma 3.4. The operator S := B∗A−1B : Y → Y ∗ is self-adjoint, bounded and Y -
elliptic. In particular, ‖y‖S :=

√
〈By,A−1By〉H defines an equivalent norm on Y ,

i.e., √
cS1 ‖y‖Y ≤ ‖y‖S ≤

√
cS2 ‖y‖Y ,

with constants cS1 =
[cB1 ]2

cA2
and cS2 =

[cB2 ]2

cA1
.

Proof. As A is self-adjoint by (A2), so is S. Using (3.3) and (3.4) we get for all y ∈ Y
that

〈Sy, y〉H = 〈By,A−1By〉H = ‖By‖2
A−1 ≥

1

cA2
‖By‖2

X∗ ≥
[cB1 ]2

cA2
‖y‖2

Y ,
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which gives ellipticity. For boundedness, consider

‖Sy‖Y ∗ = sup
0 6=z∈Y

〈Sy, z〉H
‖z‖Y

= sup
06=z∈Y

〈By,A−1Bz〉H
‖z‖Y

≤ sup
06=z∈Y

‖By‖A−1‖Bz‖A−1

‖z‖Y

≤ cB2 ‖By‖A−1 sup
06=z∈Y

‖Bz‖A−1

‖Bz‖X∗

≤ cB2
cA1
‖By‖X∗ sup

0 6=z∈Y

‖Bz‖X∗
‖Bz‖X∗

≤ [cB2 ]2

cA1
‖y‖Y ,

which concludes the proof.

Using the operator S := B∗A−1B : Y → Y ∗, we consider (3.7) as variational formu-
lation to find y% ∈ Y such that

%〈Sy%, z〉H + 〈y%, z〉H = 〈yd, z〉H for all z ∈ Y. (3.11)

Lemma 3.5. Let yd ∈ H be given. Then (3.11) admits a unique solution y% ∈ Y and
the stability estimates

‖y%‖H ≤ ‖yd‖H and
√
%‖y%‖S ≤ ‖yd‖H (3.12)

hold true.

Proof. The unique solvability of (3.11) follows directly from the Y -ellipticity of T :=
%S + I : Y → Y ∗, see Lemma 3.4, and the Lemma of Lax–Milgram (Theorem 2.3).
For the estimates, consider (3.11) with test function z = y% ∈ Y . Then

%‖y%‖2
S + ‖y%‖2

H = 〈yd, y%〉H ≤ ‖yd‖H‖y%‖H ,

from which we first get

‖y%‖H ≤ ‖yd‖H ,

and subsequently deduce that
√
%‖y%‖S ≤ ‖yd‖H .

Note, that for % → 0 the bound ‖y%‖Y ≤ 1√
%
‖yd‖H explodes and we cannot expect

that y% ∈ Y if yd ∈ H but yd 6∈ Y . Hence, the stabilization, i.e., % > 0, is crucial in
this case.
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3.1.1 Regularization error estimates

In the following, we will derive error estimates for ‖y% − yd‖H depending on the
regularization parameter % and the regularity of the target yd, as was done in [95] for
elliptic problems, in [81] for parabolic problems and in [87] for hyperbolic problems.

Lemma 3.6. Let yd ∈ H be given. For the unique solution y% ∈ Y of (3.11) there
holds

‖y% − yd‖H ≤ ‖yd‖H . (3.13)

Further, if yd ∈ Y , then

‖y% − yd‖H ≤
√
%‖yd‖S and ‖y% − yd‖S ≤ ‖yd‖S. (3.14)

Moreover, it holds
‖y%‖S ≤ ‖yd‖S. (3.15)

At last, if yd ∈ Y such that Syd ∈ H it holds

‖y% − yd‖H ≤ %‖Syd‖H and ‖y% − yd‖S ≤
√
%‖Syd‖H , (3.16)

and, in this case we also have

‖Sy%‖H ≤ ‖Syd‖H . (3.17)

Proof. Testing (3.11) with z = y% ∈ Y gives

%‖y%‖2
S = %〈Sy%, y%〉H = 〈yd − y%, y%〉H = 〈yd − y%, yd〉H − 〈yd − y%, yd − y%〉H

and reordering terms and using the Cauchy-Schwarz inequality gives

%‖y%‖2
S + ‖yd − y%‖2

H = 〈yd, yd − y%〉H ≤ ‖yd‖H‖yd − y%‖H ,

from which we conclude (3.13).

If yd ∈ Y , we get with z = yd in (3.11), that 〈yd, yd − y%〉H = %〈yd, Sy%〉H and thus

%‖y%‖2
S + ‖yd − y%‖2

H = 〈yd, yd − y%〉H = %〈yd, Sy%〉H ≤ %‖yd‖S‖y%‖S,

showing (3.15). Moreover, choosing z = yd − y% ∈ Y in (3.11) we can compute

‖yd − y%‖2
H = 〈yd − y%, yd − y%〉H = %〈Sy%, yd − y%〉H

= %〈Syd, yd − y%〉H + %〈S(yd − y%), y% − yd〉H .

Again reordering gives

‖yd − y%‖2
H + %‖yd − y%‖2

S = %〈Syd, yd − y%〉H .
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and estimating 〈Syd, yd − y%〉H ≤ ‖yd‖S‖yd − y%‖H we conclude (3.14), i.e.,

‖yd − y%‖S ≤ ‖yd‖S and ‖yd − y%‖H ≤
√
%‖yd‖S.

If additionally Sy% ∈ H we can estimate 〈Syd, yd − y%〉H ≤ ‖Syd‖H‖yd − y%‖H to get
(3.16), i.e.,

‖yd − y%‖H ≤ %‖Syd‖H and ‖yd − y%‖S ≤
√
%‖Syd‖H .

From (3.7) we know that %Sy% = yd − y% ∈ H if yd ∈ H and therefore we have

%‖Sy%‖H = ‖yd − y%‖H . (3.18)

Together with (3.16), this shows (3.17).

Corollary 3.7. If we reconsider (3.18), used in the previous proof, together with
(3.13) and (3.14), we get

‖Sy%‖H ≤

{
1
%
‖yd‖H , if yd ∈ H,
1√
%
‖yd‖S, if yd ∈ Y.

(3.19)

Using the above results we can bound the objective functional, depending on the
regularity of the target.

Corollary 3.8. With the norm representation ‖u%‖A−1 = ‖y%‖S and the stability
bounds (3.13)-(3.14) and (3.12) we derive that

J (y%, u%) =
1

2
‖yd − y%‖2

H +
%

2
‖u%‖2

A−1 ≤

{
‖yd‖2

H , if yd ∈ H,
%‖yd‖2

S, if yd ∈ Y.

We can also bound the adjoint state, depending on the regularization parameter.

Lemma 3.9. Let yd ∈ H be given and let (p%, y%) ∈ X × Y be the unique solution of
(3.10). Then

‖p%‖X ≤
√

%

cA1
‖y% − yd‖1/2

H ‖yd‖
1/2
H . (3.20)

Proof. Choosing z = y% and q = p% in (3.10) gives

cA1
%
‖p%‖2

X =
1

%
〈Ap%, p%〉H = −〈By%, p%〉H = −〈B∗p%, y%〉H = 〈yd − y%, y%〉H

and with a Cauchy-Schwarz inequality and (3.12) we conclude

cA1 ‖p%‖2
Y ≤ %‖y% − yd‖H‖y%‖H ≤ %‖y% − yd‖H‖y%‖H .
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3.1.2 Discretization

We will now proceed with a discretized setting, that will later on be the starting
point for the numerical computation of solutions of the optimal control problem.
Let therefore Yh ⊂ Y denote a finite dimensional subspace and let us consider the
Galerkin variational formulation to find y%h ∈ Yh such that

%〈Sy%h, zh〉H + 〈y%h, zh〉H = 〈yd, zh〉H , for all zh ∈ Yh. (3.21)

Lemma 3.10. The discrete variational formulation (3.21) admits a unique solution
y%h ∈ Yh. Moreover, the quasi-optimal error estimate (Cea’s Lemma)

%‖y% − y%h‖2
S + ‖y% − y%h‖2

H ≤ inf
zh∈Yh

[
%‖y% − zh‖2

S + ‖y% − zh‖2
H

]
holds true.

Proof. The operator T := %S + I : Y → Y ∗ is self-adjoint, bounded and Y -elliptic.
Thus, the statement is a direct consequence of Lemma 2.15.

The main statement of this section is the following theorem.

Theorem 3.11. Let yd ∈ H. For the unique solution y%h ∈ Yh of (3.21) there holds
the error estimate

‖y%h − yd‖H ≤ ‖yd‖H . (3.22)

If additionally, yd ∈ Y , there holds

‖y%h − yd‖H ≤ c
(√

%‖yd‖S + inf
zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2) (3.23)

and

√
%‖y%h − yd‖S ≤ c

(√
%‖yd‖S + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
. (3.24)

Moreover, if yd ∈ Y and Syd ∈ H we have the error estimates

‖y%h − yd‖H ≤ c
(
%‖Syd‖H + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2) (3.25)

and

√
%‖y%h − yd‖S ≤ c

(
%‖Syd‖H + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
. (3.26)
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Remark 3.12. Note, that the assumptions yd ∈ Y and Syd ∈ H are regularity as-
sumptions on the target yd. Therefore, the estimates of Theorem 3.11 give a connec-
tion of the regularization parameter % > 0, the approximation property of Yh ⊂ Y
and the regularity of the target.

Proof. Let yd ∈ H. Choosing zh = y%h in (3.21) we get that

%‖y%h‖2
S = %〈Sy%h, y%h〉H = 〈yd − y%h, y%h〉H = −‖yd − y%h‖2

H + 〈yd − y%hy%h〉H .

Reordering and using a Cauchy–Schwarz inequalit we then get

%‖y%h‖2
S + ‖yd − y%h‖2

H ≤ ‖yd‖H‖yd − y%h‖H ,

which gives (3.22).

Let yd ∈ Y . Adding and subtracting y%, using a triangle inequality and Hölders
inequality, i.e., (a+ b)2 ≤ 2(a2 + b2) we can estimate

%‖y%h − yd‖2
S + ‖y%h − yd‖2

H

≤ %
(
‖y%h − y%‖S + ‖y% − yd‖S

)2
+
(
‖y%h − y%‖H + ‖y% − yd‖H

)2

≤ 2
{
%‖y%h − y%‖2

S + ‖y%h − y%‖2
H + %‖y% − yd‖2

S + ‖y% − yd‖2
H

}
Now, with Lemma 3.10 and adding and subtracting yd we can estimate the first term

%‖y%h − y%‖2
S + ‖y%h − y%‖2

H

≤ inf
zh∈Yh

[
%‖y% − zh‖2

S + ‖y% − zh‖2
H

]
≤ 2
(
%‖y% − yd‖2

S + ‖y% − yd‖2
H + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

])
.

With the regularization error estimates of Lemma 3.6 (3.14) we thus get

%‖y%h − yd‖2
S + ‖y%h − yd‖2

H ≤ 12%‖yd‖2
S + 4 inf

zh∈Yh
[%‖yd − zh‖2

S + ‖yd − zh‖2
H ],

from which we get (3.23) and (3.24). Whereas, for yd ∈ Y such that Syd ∈ H we can
use Lemma 3.6 (3.16), to estimate

%‖y%h − yd‖2
S + ‖y%h − yd‖2

H ≤ 12%2‖Syd‖2
H + 4 inf

zh∈Yh
[%‖yd − zh‖2

S + ‖yd − zh‖2
H ],

which gives (3.25) and (3.26).

As last part of this section, we are going to replace the continuous operator S =
B∗A−1B : Y → Y ∗ by a computable approximation and derive error estimates for
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the solution of the resulting variational formulation. Therefore, we define S̃ : Y → Y ∗

by S̃y = B∗pyh, where pyh ∈ Xh ⊂ X is the solution of

〈Apyh, qh〉H = 〈By, qh〉H for all qh ∈ Xh.

Then we consider the perturbed variational formulation to find ỹ%h ∈ Yh such that

%〈S̃ỹ%h, zh〉H + 〈ỹ%h, zh〉H = 〈yd, zh〉H , for all zh ∈ Yh. (3.27)

Remark 3.13. The computable approximation S̃ is exactly the Schur complement
operator, when discretizing the system (3.10) directly, i.e., (3.21) is equivalent to find
(p%h, ỹ%h) ∈ Xh × Yh such that

%−1〈Ap%h, qh〉H +〈Bỹ%h , qh〉H =0 for all qh ∈ Xh,

− 〈B∗p%h, zh〉H +〈ỹ%h, zh〉H =〈yd, zh〉H for all zh ∈ Yh.
(3.28)

Lemma 3.14. The perturbed operator S̃ : Y → Y ∗ is self-adjoint, bounded and posi-
tive semi-definite. Furthermore, the perturbed variational formulation (3.27) admits
a unique solution ỹ%h ∈ Yh ⊂ H.

Proof. For arbitrary z ∈ Y , let pzh ∈ Xh be defined as unique solution of

〈Apzh, qh〉H = 〈Bz, qh〉H , for all qh ∈ Yh.

In order to show that S̃ is self adjoint, take y, z ∈ Y arbitrary but fixed. Using
definition of S̃ and the self-adjointness of A : X → X∗ (A2) we compute

〈S̃y, z〉H = 〈B∗pyh, z〉H = 〈Bz, pyh〉H
= 〈Apzh, pyh〉H = 〈Apyh, pzh〉H
= 〈By, pzh〉H = 〈B∗pzh, y〉H
= 〈S̃z, y〉H .

To show boundedness, first note that for all z ∈ Y

cA1 ‖pzh‖2
X ≤ 〈Apzh, pzh〉H = 〈Bz, pzh〉H ≤ cB2 ‖z‖Y ‖pzh‖X

implies that

‖pzh‖X ≤
cB2
cA1
‖z‖Y .
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Thus, we can estimate

‖S̃z‖Y ∗ = ‖B∗pzh‖Y ∗ = sup
06=y∈Y

〈B∗pzh, y〉H
‖y‖Y

= sup
06=y∈Y

〈By, pzh〉H
‖y‖Y

≤ cB2 ‖pzh‖X ≤
[cB2 ]2

cA1
‖z‖Y .

Moreover, for arbitrary but fixed z ∈ Y we compute that

〈S̃z, z〉H = 〈B∗pzh, z〉H = 〈Bz, pzh〉H = 〈Apzh, pzh〉H = ‖pzh‖2
A ≥ 0,

which shows that S̃ ≥ 0. Unique solvability now follows, since T̃ := %S̃ + I ≥ I,
which is at least H-elliptic.

Using a Strang Lemma argument, we can give error estimates for the solution of the
perturbed system (3.27), which now additionally depends on the approximation of
the operator.

Theorem 3.15. Let yd ∈ H. Then the unique solution ỹ%h ∈ Yh of (3.27) admits
the estimate

‖ỹ%h − yd‖H ≤ ‖yd‖H . (3.29)

Let yd ∈ Y and let pyd ∈ X be the unique solution of

〈Apyd , q〉H = 〈Byd, q〉H for all q ∈ X.

Further, assume that for all zh ∈ Yh the inverse inequality

‖zh‖Y ≤ cIh
−1‖zh‖H , (3.30)

holds. Then we get

‖ỹ%h − yd‖H ≤ c
([
h−1%+

√
%
]
‖yd‖S + h−1% inf

qh∈Xh
‖pyd − qh‖X

+
[
h−1√%+ 1

]
inf
zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

(3.31)

Moreover, if yd ∈ Y and Syd ∈ H we have the error estimate

‖ỹ%h − yd‖H ≤ c
([
h−1%3/2 + %

]
‖Syd‖H + h−1% inf

qh∈Xh
‖pyd − qh‖X

+
[
h−1√%+ 1

]
inf
zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

(3.32)
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Remark 3.16. Note, that the inverse inequality (3.30) is defined for the full norm
and thus, thinking of a discretization using finite elements, requires a globally quasi-
uniform mesh. When applying an adaptive refinement though, the global quasi-
uniformity will in general degenerate, even when starting with a globally quasi-uniform
mesh. However, if Y and H are Sobolev spaces of positive order we can localize the
norm and a local quasi-uniform mesh is sufficient to derive the estimate. Moreover,
we are able to show quasi-optimal error estimates for adaptive schemes, when con-
sidering a mesh dependent regularization parameter % for elliptic problems in Section
4.1.1.

Proof. Choosing zh = ỹ%h ∈ Yh as test function in (3.27), we get

%〈S̃ỹ%h, ỹ%h〉H = 〈yd − ỹ%h, ỹ%h〉h
= 〈yd − ỹ%h, yd〉H − 〈yd − ỹ%h, yd − ỹ%h〉H .

Reordering terms and using a Cauchy-Schwarz inequality we thus get

%〈S̃ỹ%h, ỹ%h〉H + ‖yd − ỹ%h‖2
H = 〈yd − ỹ%h, ỹ%h〉H ≤ ‖yd − ỹ%h‖H‖yd‖H ,

which, using the positive-semidefiniteness of S̃, gives (3.29).

Subtracting the perturbed variational formulation (3.27) from (3.21), gives

% 〈Sy%h − S̃ỹ%h, zh〉H + 〈y%h − ỹ%h, zh〉H = 0 for all zh ∈ Yh,

i.e.,

% 〈(S − S̃)y%h, zh〉H + 〈y%h − ỹ%h, zh〉H = % 〈S̃(ỹ%h − y%h), zh〉Q for all zh ∈ Yh.

In particular for zh = ỹ%h − y%h we further conclude

0 ≤ % 〈S̃(ỹ%h − y%h), ỹ%h − y%h〉H
= % 〈(S − S̃)y%h, ỹ%h − y%h〉H + 〈y%h − ỹ%h, ỹ%h − y%h〉H ,

i.e., reordering and using the assumed inverse inequality (3.30) in Xh,

‖ỹ%h − y%h‖2
H ≤ % 〈(S − S̃)y%h, ỹ%h − y%h〉H (3.33)

= % 〈B∗(py%h − py%hh), ỹ%h − y%h〉H
= % 〈py%h − py%hh, B(ỹ%h − y%h)〉H
≤ %cB2 ‖ỹ%h − y%h‖Y ‖py%h − py%hh‖X
≤ cIc

B
2 % h

−1 ‖ỹ%h − y%h‖H‖py%h − py%hh‖X .

Hence, with a triangle inequality, this gives

‖ỹ%h − y%h‖H ≤ c %h−1 ‖py%h − py%hh‖X (3.34)

≤ c %h−1
[
‖py%h − pyd‖X + ‖pyd − pydh‖X + ‖pydh − py%hh‖X

]
.
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For the first term we further have

cA1 ‖py%h − pyd‖2
X ≤ 〈A(py%h − pyd), py%h − pyd〉H

= 〈B(y%h − yd), py%h − pyd〉H
≤ ‖B(y%h − yd)‖X∗‖py%h − pyd‖X
≤ cB2 ‖y%h − yd‖X‖py%h − pyd‖Y ,

i.e.,

‖py%h − pyd‖X ≤
cB2
cA1
‖y%h − yd‖X ≤

cB2

cA1
√
cS1
‖y%h − yd‖S =

cB2
cB1

√
cA2
cA1
‖y%h − yd‖S.

Thus, with Theorem 3.11 (3.24) we conclude that for yd ∈ Y

‖py%h − pyd‖X ≤
c
√
%

(√
%‖yd‖S + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
and if additionally Syd ∈ H holds, we get, using (3.26), that

‖py%h − pyd‖X ≤
c
√
%

(
%‖Syd‖H + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

Analogously, we can estimate the third term by

‖pydh − py%hh‖X ≤
c
√
%

(√
%‖yd‖S + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
,

if yd ∈ Y , and if additionally Syd ∈ H holds

‖pydh − py%hh‖X ≤
c
√
%

(
%‖Syd‖H + inf

zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

To estimate the remaining term, let us first recall that pyd ∈ X solves

〈Apyd , q〉H = 〈Byd, q〉H for all q ∈ X,

while pydh ∈ Xh solves

〈Apydh, qh〉H = 〈Byd, qh〉H for all qh ∈ Xh.

Thus, we conclude the Galerkin orthogonality

〈A(pyd − pydh), qh〉H = 0 for all qh ∈ Xh,
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and Cea’s lemma,
‖pyd − pydh‖X ≤ inf

qh∈Xh
‖pyd − qh‖X .

Altogether, we have for yd ∈ Y , that

‖ỹ%h − y%h‖H ≤ ch−1
(
%‖yd‖S + % inf

qh∈Xh
‖pyd − qh‖X

+
√
% inf
zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
and for yd ∈ Y such that Syd ∈ H we get

‖ỹ%h − y%h‖H ≤ ch−1
(
%3/2‖Syd‖H + % inf

qh∈Xh
‖pyd − qh‖X

+
√
% inf
zh∈Yh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

Using the triangle inequality

‖ỹ%h − yd‖H ≤ ‖ỹ%h − y%h‖H + ‖y%h − yd‖H

together with the estimates (3.23) and (3.25) of Theorem 3.11 the proof is con-
cluded.

Corollary 3.17. Reconsidering (3.34) in the previous proof, replacing pyd and pydh
by py% and py%h respectively, and redoing the same steps, we can prove the estimate

‖ỹ%h − y%‖H ≤ c%h−1
(
‖y%h − y%‖S + inf

qh∈Xh
‖py% − qh‖X

)
. (3.35)

For the adjoint state p%h we have an analogon to the continuous estimate in Lemma
3.9.

Lemma 3.18. Let yd ∈ H be given and let (ỹ%h, p%h) ∈ Yh×Xh be the unique solution
of (3.28). Then

‖p%h‖X ≤
√

%

cA1
‖ỹ%h − yd‖1/2

H ‖yd‖
1/2
H . (3.36)

Proof. The proof follows the lines of Lemma 3.9 choosing zh = ỹ%h and qh = p%h in
(3.28).

Corollary 3.19. From Lemma 3.9 and Lemma 3.18 and a triangle inequality we
easily conclude

‖p% − p%h‖X ≤
√

%

cA1
(‖y% − yd‖1/2

H + ‖ỹ%h − yd‖1/2
H )‖yd‖1/2

H . (3.37)
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3.1.3 Reconstruction of the control

As an application of this framework, we have optimal control problems in mind.
Thus, one is usually interested in the control u%, which is given as

u% = By% in X∗. (3.38)

Since B : Y → X∗ is an isomorphism, the control is uniquely determined. For a
computable reconstruction, we consider yet another finite dimensional conforming
space UH ⊂ X∗ and want to find u%H ∈ UH as solution of

〈u%H , qh〉H = 〈Bỹ%h, qh〉H , for all qh ∈ Xh. (3.39)

Using the finite element isomorphism UH 3 u%H ↔ u%H ∈ Rdim(UH) and Yh 3
y%h ↔ y%h ∈ Rdim(Yh), the system matrix is a discretization of the identity, i.e.,
〈u%H , qh〉H = (M̂hu%H ,y%h)2. Though, in general, there does not exist a unique solu-
tion if dim(UH) 6= dim(Yh). Thus, we reformulate (3.38) by equivalently finding the
control u% ∈ X∗ as the minimizer of

u% = arg min
v∈X∗

1

2
‖v −By%‖2

X∗ = arg min
v∈X∗

1

2
〈v −By%, A−1(v −By%)〉H ,

where we used the equivalent representation of the dual norm (3.4) induced by A−1.
Then, u% ∈ X∗ satisfies the gradient equation

A−1(u% −By%) = 0.

Introducing p̂ = A−1(By% − u%) ∈ X, noting that p̂ = 0, this is equivalent to the
solution (p̂, u%) ∈ X ×X∗ of the system

〈Ap̂, q〉H + 〈u%, q〉H = 〈By%, q〉H , 〈v, p̂〉H = 0, (3.40)

for all (q, v) ∈ X ×X∗.

Thus, the discrete reconstruction ũ%H ∈ UH can be computed as solution of the
discretized saddle point formulation of (3.40) replacing y% by ỹ%h, i.e., we seek to find
the solution (p̂h, ũ%H) ∈ Xh × UH of

〈Ap̂h, qh〉H + 〈ũ%H , qh〉H = 〈Bỹ%h, qh〉H , 〈vH , p̂h〉H = 0, (3.41)

for all (qh, vH) ∈ Xh × UH . The unique solvability and errror estimates are given in
the next theorem.
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Theorem 3.20. Let the discrete inf-sup stability condition

cS‖vH‖X∗ ≤ sup
06=qh∈Xh

〈vH , qh〉H
‖qh‖X

for all vH ∈ UH (3.42)

hold true, for some cS > 0. Then the discrete variational formulation (3.41) admits
a unique solution (p̂h, ũ%H) ∈ Xh × UH and the estimate

‖u%−ũ%H‖X∗ ≤
(

1+
1

cS

[
1+

cA2
cA1

])
inf

vH∈UH
‖u%−vH‖X∗+

cB2
cS

[
1+

cA2
cA1

]
‖ỹ%h−y%‖Y (3.43)

holds, where (p̂, u%) ∈ X ×X∗ denotes the unique solution of (3.40).

Proof. Unique solvability follows from Theorem 2.5, as A : X → X∗ is elliptic on
Xh ⊂ X and the discrete inf-sup stability (3.42) is assumed to hold true. For the
error estimate, first note that by a triangle inequality we have for arbitrary but fixed
vH ∈ UH

‖u% − ũ%H‖X∗ ≤ ‖u% − vH‖X∗ + ‖vH − ũ%H‖X∗ .
Further, using (3.42) and (3.40), (3.41) we estimate

cS‖vH − ũ%H‖X∗ ≤ sup
06=qh∈Xh

〈vH − ũ%H , qh〉H
‖qh‖X

= sup
06=qh∈Xh

〈vH , qh〉H − 〈Bỹ%h, qh〉H + 〈Ap̂h, qh〉H
‖qh‖X

= sup
06=qh∈Yh

〈vH − u%, qh〉H − 〈B(ỹ%h − y%), qh〉H + 〈Ap̂h, qh〉H
‖qh‖Y

≤ ‖vH − u%‖X∗ + cB2 ‖ỹ%h − y%‖Y + cA2 ‖p̂h‖X .

Now using (3.41), for ‖p̂h‖X we have

cA1 ‖p̂h‖2
X ≤ 〈Ap̂h, p̂h〉H = 〈Bỹ%h, p̂h〉H − 〈ũ%H , p̂h〉H

= 〈B(ỹ%h − y%), p̂h〉H + 〈u% − vH , p̂h〉H − 〈ũ%H − vH , p̂h〉H
= 〈B(ỹ%h − y%), p̂h〉H + 〈u% − vH , p̂h〉H
≤

(
cB2 ‖ỹ%h − y%‖Y + ‖u% − vH‖X∗

)
‖p̂h‖X ,

which gives ‖p̂h‖X ≤ cB2
cA1
‖ỹ%h − y%‖Y + 1

cA1
‖u% − vH‖X∗ and concludes the proof.

Remark 3.21. Recall, that by the definition of the norm of X∗ we have

‖vH‖X∗ = sup
06=q∈X

〈vH , q〉H
‖q‖X

.

Thus, the discrete inf-sup condition (3.42) is fulfilled, if the discrete trial space Yh ⊂
Y is chosen rich enough with respect to the choice of UH ⊂ X∗.
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3.2 State and control constraints

In the former section, we found the optimal state y% ∈ Y and control u% ∈ X∗

minimizing the functional

J (y%, u%) =
1

2
‖y% − yd‖2

H +
%

2
‖u%‖2

X∗ , (3.44)

subject to

By% = u% in X∗, (3.45)

for a given target yd ∈ H and % > 0. Though, in many applications, either the
state or the control admits some constraints. In this section we will consider such
constrained optimal control problems and discuss how to handle them within the
abstract framework. In order to incorporate constraints, we need to adapt the ab-
stract setting, in the sense that barrier functions will make sense. Therefore, let the
Gelfand triples X ⊂ H ⊂ X∗ and Y ⊂ H ⊂ Y ∗ be given as before, but now assume
that the duality is with respect to H = L2(D), where D = Ω ⊂ Rd, d = 1, 2, 3 is
either some bounded domain, or D = Ω × (0, T ) is a space-time domain with finite
time horizon T < ∞. In case of boundary control, one might also consider D = ∂Ω
or D = ∂Ω× (0, T ). Further, let X and Y be Sobolev spaces of positive index, such
that point evaluation almost everywhere is well defined.

State Constraints

Recall, that the solution y% ∈ Y of (3.44)-(3.45), is given as the minimizer of the
reduced cost functional (3.5)

J̃ (y%) =
1

2
‖y% − yd‖2

H +
%

2
‖By%‖2

A−1 =
1

2
〈y% − yd, y% − yd〉H +

%

2
〈A−1By%, By%〉H .

To impose constraints on the state, we consider

y% ∈ Ks :=
{
z ∈ Y : g−(x) ≤ z(x) ≤ g+(x), for a.a. x ∈ D

}
, (3.46)

where g± ∈ Y are given barrier functions, for which we assume g−(x) ≤ 0 ≤ g+(x)
for all x ∈ D. Then, we want to find y% ∈ Ks such that

J̃ (y%) ≤ J̃ (z) for all z ∈ Ks. (3.47)

We easily check, that Ks ⊂ Y is closed and convex. With Theorem 2.7 and Remark
2.8, choosing T := %S+I : Y → Y ∗ and f = yd ∈ H ⊂ Y ∗, we conclude that y% ∈ Ks

is characterized as the unique solution of the variational inequality

%〈Sy%, z − y%〉H + 〈y%, z − y%〉H ≥ 〈yd, z − y%〉H for all z ∈ Ks, (3.48)

where yd ∈ H is given and S := B∗A−1B : Y → Y ∗ is self-adjoint, bounded and
elliptic, see Lemma 3.4.
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Control constraints

In order to include constraints on the control u% ∈ X∗, we will minimize the reduced
cost functional (3.8)

Ĵ (u%) =
1

2
‖B−1u% − yd‖H +

%

2
‖u%‖2

A−1

=
1

2
〈B−1u% − yd, B−1u% − yd〉H +

%

2
〈u%, A−1u%〉H

over all functions

u% ∈ Uc :=
{
v ∈ X∗ : 〈h−, q〉H ≤ 〈v, q〉H ≤ 〈h+, q〉H , for all q ∈ X, q ≥ 0

}
, (3.49)

where h± ∈ H are given barrier functions and we assume that h−(x) ≤ 0 ≤ h+(x)
for a.a. x ∈ D. As in the case of state constraints, we can argue that there exists a
unique minimizer u% ∈ Uc fulfilling

Ĵ (u%) ≤ Ĵ (v), for all v ∈ Uc, (3.50)

and that (3.50) is equivalent to find u% ∈ Uc as unique solution of the variational
inequality

〈(B∗)−1(B−1u% − yd), v − u%〉H + %〈u%, A−1(v − u%)〉H ≥ 0 for all v ∈ Uc. (3.51)

Recall, that B : Y → X∗ is an isomorphism and that By% = u%, i.e., u% = B−1y%. If
we introduce

Kc := B−1(Uc) =
{
z ∈ Y : 〈h−, q〉H ≤ 〈Bz, q〉H ≤ 〈h+, q〉H , for all q ∈ X, q ≥ 0

}
,

we can equivalently phrase the variational inequality (3.51) as: find y% ∈ Kc such
that

〈y% − yd, z − y%〉H + %〈Sy%, z − y%〉H ≥ 0 for all z = B−1v ∈ Kc. (3.52)

This is exactly (3.48), but with a different set of constraints.

So both, state and control constraints, admit the same structure. Namely, for a
convex and closed subset K ⊂ Y , where 0 ∈ K, and given yd ∈ H, find y% ∈ K such
that

%〈Sy%, z − y%〉H + 〈y%, z − y%〉H ≥ 〈yd, z − y%〉H , for all z ∈ K. (3.53)

In the following we will thus give abstract stability and regularization error esti-
mates for this variational formulation. Related estimates for elliptic optimal control
problems were studied in [50].
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Lemma 3.22. Let yd ∈ H be given. Then the unique solution y% ∈ K of (3.53) fulfills

‖y%‖H ≤ ‖yd‖H and
√
%‖y%‖S ≤ ‖yd‖H . (3.54)

Moreover, if yd ∈ K, it holds
‖y%‖S ≤ ‖yd‖S. (3.55)

Proof. By assumption, we have that z = 0 ∈ K is a valid test function in (3.53) and
gives

%‖y%‖2
S + ‖y%‖2

H ≤ 〈yd, y%〉H ≤ ‖yd‖H‖y%‖H ,

which gives (3.54). Further, if yd ∈ K, choosing z = yd in (3.53) we can estimate

%‖y%‖2
S = %〈Sy%, y%〉H

= −%〈Sy%, yd − y%〉H + %〈Sy%, yd〉H
≤ −〈yd − y%, yd − y%〉H + %〈Sy%, yd〉H .

Now, reordering and using a Cauchy-Schwarz inequality gives

%‖y%‖2
S ≤ %‖y%‖2

S + ‖y% − yd‖2
H ≤ %‖yd‖S‖y%‖S,

from which we conclude (3.55).

As in the case without constraints, see Lemma 3.6, we can prove the following regu-
larization estimates.

Lemma 3.23 ([50, cf Lemma 2.1]). Let yd ∈ H be given. For the unique solution
y% ∈ K of (3.53) there holds

‖y% − yd‖H ≤ ‖yd‖H . (3.56)

Further, if yd ∈ K, then

‖y% − yd‖H ≤
√
%‖yd‖S and ‖y% − yd‖S ≤ ‖yd‖S. (3.57)

If in addition Syd ∈ H it holds

‖y% − yd‖H ≤ %‖Syd‖H and ‖y% − yd‖S ≤
√
%‖Syd‖H . (3.58)

Proof. From (3.53) we get that

%〈Sy%, z − y%〉H ≥ 〈yd − y%, z − y%〉H

for all v ∈ K. In particular, choosing z = 0 this gives

%〈Sy%, y%〉H ≤ 〈yd − y%, y%〉H = −‖yd − y%‖2
H + 〈yd − y%, yd〉H .
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Now, reordering and applying a Cauchy–Schwarz inequality gives

%‖y%‖2
S + ‖yd − y%‖2

H ≤ ‖yd − y%‖H‖yd‖H ,

from which (3.56) follows. If yd ∈ K, we can choose z = yd ∈ K in (3.53) to
immediately obtain

‖yd − y%‖2
H ≤ %〈Sy%, yd − y%〉H = %〈S(y% − yd), yd − y%〉H + %〈Syd, yd − y%〉H . (3.59)

Again, reordering and using a Cauchy-Schwarz inequality gives

‖yd − y%‖2
H + %‖yd − y%‖2

S ≤ %‖yd‖S‖yd − y%‖S,

from which (3.57) follows. If in addition Syd ∈ H we can estimate (3.59) differently
to obtain

‖yd − y%‖2
H + %‖yd − y%‖2

S ≤ %‖Syd‖H‖yd − y%‖H ,

which gives (3.58).

3.2.1 Complementarity conditions

In order to derive meaningful complementarity conditions, we will make use of the
following regularity result, which is a direct consequence of Theorem 2.9.

Lemma 3.24. Let yd ∈ H. Then the unique solution y% ∈ K of (3.53) fulfills

%Sy% + y% ∈ H and ‖%Sy% + y%‖H ≤ C <∞,

where C = C(K, yd). In particular, Sy% ∈ H.

State constraints

Recall, that the set of constraints in this case is given as

K = Ks =
{
z ∈ Y : g−(x) ≤ z(x) ≤ g+(x), for a.a. x ∈ D

}
,

where g± ∈ Y , g−(x) ≤ 0 ≤ g+(x) for a.a. x ∈ D and we now additionally assume
that Sg± ∈ H. This assumption is natural, as Sy% ∈ H by Lemma 3.24. We introduce
the auxiliary variable λ := %Sy% + y% − yd ∈ Y ∗. By Lemma 3.24 and (3.48) we have
that λ ∈ H = L2(D) and fulfills

〈λ, z − y%〉H ≥ 0, for all z ∈ Ks. (3.60)
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In order to derive complementarity conditions, we further introduce

Ds,± :=
{
x ∈ D : y%(x) = g±(x)

}
(3.61)

and first consider w± ∈ Y satisfying

0 ≤ w−(x) ≤ y%(x)− g−(x) and 0 ≤ w+(x) ≤ g+(x)− y%(x) for a.a. x ∈ D.

Then w±(x) = 0 for all x ∈ Ds,± and testing (3.60) with z = y% + w+ ∈ Ks gives

0 ≤ 〈λ,w+〉H = 〈λ,w+〉L2(D\Ds,+),

while testing with z = y% − w− ∈ Ks gives

0 ≥ 〈λ,w−〉H = 〈λ,w−〉L2(D\D−).

From this we conclude the complementarity conditions

λ = 0, g− < y% < g+, on D \ Ds,±,
λ ≥ 0, y% = g−, on Ds,−, (3.62)
λ ≤ 0, y% = g+, on Ds,+,

which enable us to give an additional regularization error estimate.

Lemma 3.25. For the unique solution y% ∈ Ks of (3.48) there holds

%‖Sy%‖2
H = ‖yd − y%‖2

L2(D\Ds,±) + %2‖Sg−‖2
L2(Ds,−) + %2‖Sg+‖2

L2(Ds,+).

In particular, if yd ∈ Ks such that Syd ∈ H, we have that

‖Sy%‖H ≤ ‖Syd‖H + ‖Sg+‖H + ‖Sg−‖H .

Proof. From the complementarity conditions (3.62) we get that λ = %Sy%+y%−yd = 0
on D \ Ds,±. Subsequently, we have

%Sy% = yd − y% on D \ Ds,±

and therefore

%‖Sy%‖L2(D\Ds,±) = ‖yd − y%‖L2(D\Ds,±).

Further, we have that

Sy%(x) = Sg±(x) for a.a. x ∈ Ds,±.
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Thus,

%2‖Sy%‖2
H = %2‖Sy%‖2

L2(D\Ds,±) + %2‖Sy%‖2
L2(Ds,−) + %2‖Sy%‖2

L2(Ds,+)

= ‖yd − y%‖2
L2(D\Ds,±) + %2‖Sg−‖2

L2(Ds,−) + %2‖Sg+‖2
L2(Ds,+).

If yd ∈ Ks such that Syd ∈ H, we can use Lemma 3.23 (3.58) to obtain

%‖Sy%‖H ≤
(
‖yd − y%‖2

H + %2‖Sg−‖2
H + %2‖Sg+‖2

H

)1/2

≤
(
%2‖Syd‖2

H + %2‖Sg−‖2
H + %2‖Sg+‖2

H

)1/2

≤ %
(
‖Syd‖H + ‖Sg+‖H + ‖Sg−‖H

)
,

which concludes the proof.

Control constraints

In this case, the set of constraints is given as

K = Kc =
{
z ∈ Y : 〈h−, q〉H ≤ 〈Bz, q〉H ≤ 〈h+, q〉H , for all q ∈ X, q ≥ 0

}
,

where h± ∈ H and h−(x) ≤ 0 ≤ h+(x) for almost all (a.a.) x ∈ D. To derive
complementarity conditions we introduce the auxiliary variable wλ ∈ X fulfilling

B∗wλ = λ = %Sy% + y% − yd ∈ X∗.

By the regularity of λ ∈ H, see Lemma 3.24, we have that B∗wλ ∈ H and by (3.52),
we get

0 ≤ 〈λ, z − y%〉H = 〈B∗wλ, z − y%〉H = 〈wλ, B(z − y%)〉H , for all z ∈ Kc. (3.63)

In order to proceed our analysis, we make the following assumption.

Assumption 3.26. If Sy% = B∗A−1By% ∈ H, then u% = By% ∈ H.

This guarantess that point evaluation of u% is almost everywhere (a.e.) well-defined
and we can introduce

Dc,± :=
{
x ∈ D : u%(x) = h±(x)

}
.

Further, let z± ∈ Y be the unique solutions of

Bz+ = By% + ψ+ in X∗ and Bz− = By% − ψ− in X∗,
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where ψ± ∈ H fulfilling ψ± ≥ 0 and

〈ψ−, q〉H ≤ 〈By% − h−, q〉H and 〈ψ+, q〉H ≤ 〈h+ −By%, q〉H ,

for all q ∈ X such that q ≥ 0. This guarantees, that z± ∈ Kc. Choosing q ∈ C∞0 (Dc,±),
we see that ψ±(x) = 0 for a.a. x ∈ Dc,±. Testing (3.63) with z+ now gives

0 ≤ 〈wλ, ψ+〉H = 〈wλ, ψ+〉L2(D\Dc,+),

whereas testing with z− gives

0 ≥ 〈wλ, ψ−〉H = 〈wλ, ψ−〉L2(D\Dc,−).

Altogether, we thus conclude the complementarity conditions

wλ = 0, h− < By% = u% < h+, on D \ Dc,±,
wλ ≥ 0, By% = u% = h−, on Dc,−, (3.64)
wλ ≤ 0, By% = u% = h+, on Dc,+.

As in the case of state constraints we want to give additional regularization error
estimates. Therefore, we need to make the following assumption.

Assumption 3.27. There exists cc > 0 for h± ∈ H such that

‖B∗A−1h±‖H ≤ cc‖h±‖H .

Remark 3.28.

• In order to introduce the sets Dc,±, we need to have pointwise a.e. evaluation
of u%. This is guaranteed by Assumption 3.26. Note, that u% ∈ H is always
guaranteed if X∗ = H and A = I : H → H or if X = Y and A = B (as then
A = B = S). Otherwise, this needs to be checked for the specific application.

• Assumption 3.27 is fulfilled with cc = 1, whenever X = Y and A = B = S.

Lemma 3.29. Let the Assumptions 3.26 and 3.27 hold. Then for the unique solution
y% ∈ Kc of (3.52) there holds

%‖Sy%‖2
H = ‖yd − y%‖2

L2(D\Dc,±) + c2
c%

2
[
‖h−‖2

H + ‖h+‖2
H

]
.

In particular, if yd ∈ Kc such that Syd ∈ H, we have that

‖Sy%‖H ≤ c
(
‖Syd‖H + ‖h+‖H + ‖h−‖H

)
.



56 3 A unified analysis for optimal control problems with energy regularization

Proof. From the complementarity conditions (3.64) we get that wλ(x) = 0 for a.a.
x ∈ D \ Dc,± and conclude,

0 = B∗wλ = λ = %Sy% + y% − yd on D \ Dc,±.

Thus

%Sy% = yd − y% on D \ Dc,±.

Subsequently,

%2‖Sy%‖2
H = ‖yd − y%‖2

L2(D\Dc,±) + %2‖Sy%‖2
L2(Dc,−) + %2‖Sy%‖2

L2(Dc,+).

Now, using the complementarity conditions (3.64) and Assumption 3.27, we can
bound

‖Sy%‖L2(Dc,±) = ‖B∗A−1By%‖L2(Dc,±) = ‖B∗A−1h±‖L2(Dc,±)

≤ ‖B∗A−1h±‖H ≤ cc‖h±‖H .

The second estimate can now be shown following the lines of the proof of Lemma
3.25 using the regularization estimate (3.58).

3.2.2 Discretization

We saw that both, state and control constraints, lead to the same variational for-
mulation (3.53), but with different sets of constraints K ∈ {Ks, Kc}. Thus, we only
need to analyze the discrete variational formulation to find the solution y%h ∈ Kh

of

%〈Sy%h, zh − y%h〉H + 〈y%h, zh − y%h〉H ≥ 〈yd, zh − y%h〉H for all zh ∈ Kh, (3.65)

where Xh ⊂ X is a finite dimensional subspace and Kh ⊂ Xh is a convex and closed
set. By Theorem 2.7 we know, that the discrete variational formulation admits a
unique solution. Further, using Theorem 2.16, we can show the following result.

Lemma 3.30. Let y% ∈ K and y%h ∈ Kh be the unique solutions of (3.53) and (3.65)
respectively. Then

%‖y% − y%h‖2
S + ‖y% − y%h‖2

H

≤ c
(

inf
zh∈Kh

[
%‖y% − zh‖2

S + ‖y% − zh‖2
H

]
+‖yd − y%‖2

H + %2‖Sy%‖2
H

)
.
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Proof. Let T := %S+I : Y → Y ∗, which induces the norm ‖z‖2
T = %‖z‖2

S +‖z‖2
H . By

Lemma 3.24 we have that Ty% ∈ H and from Theorem 2.16 we get for all zh ∈ Kh

and all z ∈ K that

%‖y% − y%h‖2
S + ‖y% − y%h‖2

H

≤ %‖y% − zh‖2
S + ‖y% − zh‖2

H

+2‖yd − y% − %Sy%‖H
[
‖y% − zh‖H + ‖y%h − z‖H

]
.

Now, choosing z = y% ∈ K and using a triangle inequality and the estimate ab ≤
2a2 + b2

8
we obtain

%‖y% − y%h‖2
S + ‖y% − y%h‖2

H

≤ %‖y% − zh‖2
S + ‖y% − zh‖2

H + 2‖yd − y%‖H
[
‖y% − zh‖H + ‖y%h − y%‖H

]
+2%‖Sy%‖H

[
‖y% − zh‖H + ‖y%h − y%‖H

]
≤ %‖y% − zh‖2

S + ‖y% − zh‖2
H + 4‖yd − y%‖2

H +
1

4
‖y% − zh‖2

H +
1

4
‖y%h − y%‖2

H

+4%2‖Sy%‖2
H +

1

4
‖y% − zh‖2

H +
1

4
‖y%h − y%‖2

H

= %‖y% − zh‖2
S +

3

2
‖y% − zh‖2

H + 4‖yd − y%‖2
H + 4%2‖Sy%‖2

H

+
1

2
‖y%h − y%‖2

H

≤ 3

2

(
%‖y% − zh‖2

S + ‖y% − zh‖2
H

)
+ 4‖yd − y%‖2

H + 4%2‖Sy%‖2
H

+
1

2

(
%‖y% − y%h‖2

S + ‖y% − y%h‖2
H

)
.

Subtracting 1
2

(
%‖y% − y%h‖2

S + ‖y% − y%h‖2
H

)
from both sides, multiplying by 1

2
and

taking the infimum over all zh ∈ Kh concludes the proof.

Now we are in the position to state the main theorem of this section, which is an
analogon to the quasi-best approximation result in the unconstrained case in Theorem
3.11.

Theorem 3.31. Let y%h ∈ Kh denote the unique solution of (3.65). If yd ∈ H and
0 ∈ Kh then

‖yd − y%h‖H ≤ ‖yd‖H . (3.66)

In the case of state contraints, if in addition yd ∈ K = Ks such that Syd ∈ H then
there holds

‖yd − y%h‖H ≤ c
(
%‖Syd‖H + %‖Sg±‖H (3.67)

+ inf
zh∈Kh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
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and
√
%‖yd − y%h‖S ≤ c

(
%‖Syd‖H + %‖Sg±‖H (3.68)

+ inf
zh∈Kh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

In the case of control constraints, if the Assumptions 3.26 and 3.27 hold true and
yd ∈ K = Kc such that Syd ∈ H we have

‖yd − y%h‖H ≤ c
(
%‖Syd‖H + %‖h±‖H (3.69)

+ inf
zh∈Kh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
and

√
%‖yd − y%h‖S ≤ c

(
%‖Syd‖H + %‖h±‖H (3.70)

+ inf
zh∈Kh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

Proof. By assumption zh = 0 ∈ Kh is a valid test function for (3.65). Thus, the
estimate (3.66) can be shown analogously to the continuous case in Lemma 3.23.

Using a triangle inequality, we can first estimate

‖yd − y%h‖2
H + %‖yd − y%h‖2

S

≤ 2‖yd − y%‖2
H + 2%‖yd − y%‖2

S (3.71)
+2‖y% − y%h‖2

H + 2%‖y% − y%h‖2
S. (3.72)

With the regularization error estimates (3.58) of Lemma 3.23 we bound (3.71) by

‖yd − y%‖2
H + %‖yd − y%‖2

S ≤ %2‖Syd‖2
H . (3.73)

For (3.72) we use Lemma 3.30 to obtain the bound

‖y% − y%h‖2
H + %‖y% − y%h‖2

S

≤ c
(

inf
zh∈Kh

[
‖y% − zh‖2

H + %‖y% − zh‖2
S

]
(3.74)

+‖yd − y%‖2
H + %2‖Sy%‖2

H

)
. (3.75)

Now, for (3.74) we add and subtract yd, apply a triangle inequality and use (3.73) to
get

inf
zh∈Kh

[
‖y% − zh‖2

H + %‖y% − zh‖2
S

]
≤ 2 inf

zh∈Kh

[
‖yd − zh‖2

H + %‖yd − zh‖2
S

]
+ 2‖y% − yd‖2

H + 2%‖y% − yd‖2
S

≤ 2 inf
zh∈Kh

[
‖yd − zh‖2

H + %‖yd − zh‖2
S

]
+ 2%2‖Syd‖2

H .
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As by (3.73) we have that ‖yd − y%‖2
H ≤ %2‖Syd‖2

H it remains to bound %2‖Sy%‖2
H in

(3.75). Therefore, we use Lemma 3.25 in the case of state constraints, i.e., K = Ks,
to get

%2‖Sy%‖2
H ≤ %2

(
‖Syd‖H + ‖Sg±‖H

)2
.

In the case of control constraints K = Kc we use Lemma 3.29, to get

%2‖Sy%‖2
H ≤ c%2

(
‖Syd‖H + ‖h±‖H

)2
.

This concludes the proof.

As in the unconstrained setting, we might not be able to realize the operator S =
B∗A−1B : Y → Y ∗ but only a computable counterpart S̃ : Y → Y ∗, see Remark
3.13. Recall, the definition S̃y := B∗pyh, where pyh ∈ Xh ⊂ X is the unique solution
of

〈Apyh, qh〉H = 〈By, qh〉H for all qh ∈ Xh. (3.76)

We consider the perturbed variational formulation to find ỹ%h ∈ Kh such that

%〈S̃ỹ%h, zh − ỹ%h〉H + 〈ỹ%h, zh − ỹ%h〉H ≥ 〈yd, zh − ỹ%h〉H for all zh ∈ Kh. (3.77)

For each given yd ∈ H the perturbed variational inequality (3.77) admits a unique
solution ỹ%h ∈ Kh ⊂ H, due to the properties of S̃, see Lemma 3.14. Moreover,
we can give the following error estimates, as analogon to the unconstrained case in
Theorem 3.15.

Theorem 3.32. Let yd ∈ H and 0 ∈ Kh. Then for the unique solution ỹ%h ∈ Kh of
(3.77) there holds

‖ỹ%h − yd‖H ≤ ‖yd‖H . (3.78)

Moreover, let yd ∈ K such that Syd ∈ H and let pyd ∈ X be the unique solution of

〈Apyd , q〉H = 〈Byd, q〉H , for all q ∈ X.

and assume that for all zh ∈ Kh the inverse inequality

‖zh‖Y ≤ cIh
−1‖zh‖H ,

holds. Then, in the case of state constraints K = Ks, we get

‖ỹ%h − yd‖H ≤ c
([
h−1%3/2 + %

](
‖Syd‖H + ‖Sg±‖H

)
+ h−1% inf

qh∈Xh
‖pyd − qh‖X

+
[
h−1√%+ 1

]
inf

zh∈Kh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

(3.79)
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Whereas, in the case of control constraints K = Kc, if the Assumptions 3.26 and
3.27 hold true, we get

‖ỹ%h − yd‖H ≤ c
([
h−1%3/2 + %

](
‖Syd‖H + ‖h±‖H

)
+ h−1% inf

qh∈Xh
‖pyd − qh‖X

+
[
h−1√%+ 1

]
inf

zh∈Kh

[
%‖yd − zh‖2

S + ‖yd − zh‖2
H

]1/2)
.

(3.80)

Proof. Since zh = 0 ∈ Kh is a valid test function in (3.77), the estimate (3.78) follows
the lines of the continuous setting of the proof of Lemma 3.23.

Let y%h ∈ Kh denote the unique solution of the unperturbed variational inequality
(3.65) and note that testing (3.65) with ỹ%h ∈ Kh gives

〈%Sy%h + y%h, y%h − ỹ%h〉H ≤ 〈yd, y%h − ỹ%h〉H

whereas testing (3.77) with y%h ∈ Kh gives

〈%S̃ỹ%h + ỹ%h, ỹ%h − y%h〉H ≤ 〈yd, ỹ%h − y%h〉H .

Now, since S̃ ≥ 0 is positive semi-definite, it holds

‖y%h − ỹ%h‖2
H ≤ ‖y%h − ỹ%h‖2

H + %〈S̃(y%h − ỹ%h), y%h − ỹ%h〉H
= 〈y%h + %S̃y%h − (ỹ%h + %S̃ỹ%h), y%h − ỹ%h〉H
= %〈(S̃ − S)y%h, y%h − ỹ%h〉H

+〈y%h + %Sy%h, y%h − ỹ%h〉H + 〈ỹ%h + %S̃ỹ%h, ỹ%h − y%h〉H
≤ %〈(S̃ − S)y%h, y%h − ỹ%h〉H

+〈yd, y%h − ỹ%h〉H + 〈yd, ỹ%h − y%h〉H
= %〈(S̃ − S)y%h, y%h − ỹ%h〉H .

This is exactly the estimate (3.33) as in the unconstrained case and we can proceed
the estimate in the same way. We sketch the main steps. Using the assumed inverse
inequality, we can now derive the bound

‖ỹ%h − y%h‖H ≤ c%h−1‖py%h − py%hh‖X ,

where py%h ∈ X is the unique solution of

〈Apy%h , q〉H = 〈By%h, q〉H for all q ∈ X,

and py%hh ∈ Yh solves (3.76) for y = y%h. Let pydh ∈ Yh denote the unique solution of
(3.76) for y = yd. Then, using a triangle inequality, we can estimate

‖py%h − py%hh‖X ≤ ‖py%h − pyd‖X + ‖pyd − pydh‖X + ‖pydh − py%hh‖X .
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We can estimate the terms as in the proof of Theorem 3.15 by

‖py%h − pyd‖X ≤ c‖y%h − yd‖S and ‖pydh − py%hh‖X ≤ c‖y%h − yd‖S

and from the Galerkin orthogonality, we can bound

‖pyd − pydh‖X ≤ inf
qh∈Xh

‖pyd − qh‖X ,

Using a triangle inequality we get

‖ỹ%h − yd‖H ≤ ‖ỹ%h − y%h‖H + ‖y%h − yd‖H
≤ c%h−1

(
‖y%h − yd‖S + inf

qh∈Xh
‖pyd − qh‖X

)
+ ‖y%h − yd‖H

and with Theorem 3.31 (3.67)-(3.68) in the case of state constraints and (3.69)-(3.70)
in the case of control constraints we conclude the proof.





4 Model problems and numerical illustration
of the optimal control framework

In this chapter we discuss various examples, where the framework of Chapter 3 is
applicable. Firstly, we consider a distributed optimal control problem subject to the
Poisson equation, for which the analysis on the continuous level leads to well-known
formulations and spaces. We discuss the energy regularization in the case where we
measure the control in H−1(Ω), which in some sense turns out to be the natural
choice, and also in the case, where we want to measure the control in L2(Ω), as con-
sidered, e.g., by Brenner in [17]. The regularization error estimates in both cases have
already been derived in [95] and fit perfectly to the abstract framework. Moreover,
we will discuss conforming discretizations and give a full stability and error analysis,
out of which we deduce the optimal choice of the regularization parameter % > 0
depending on the mesh size h and the regularity of the target. These dependencies
are of special interest in the design of solvers with optimal complexity [75, 76, 80].
Furthermore, we describe an adaptive finite element method and analyze the choice
of a mesh dependent regularization parameter, similar to [74], which is beneficial in
terms of stability, but still leads to quasi best approximation error estimates. The dis-
cussion of elliptic optimal control problems will be concluded by taking state and/or
control constraints into account. Numerical examples will support our theory.

While space time formulations for parabolic optimal control problems are well-studied
[10, 47, 77, 79] and the energy regularization fits into the abstract framework, see
[81], much less is known in the case of hyperbolic optimal control problems. To
show the full capacity of the abstract theory developed, in the last section we will
consider a distributed optimal control problem subject to the wave equation with
energy regularization. Using a space time setting developed in [111, 116], we redo the
analysis as in the elliptic case, including regularization error estimates, the optimal
choice of % > 0 and adaptive schemes, as well as state and control constraints.

4.1 An elliptic model problem

Let Ω ⊂ Rd, d = 1, 2, 3 be a bounded Lipschitz domain. Then we consider the optimal
control problem to reach a given desired state yd ∈ L2(Ω) as good as possible under

63
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bearable costs, by functions that fulfill the operator equation

−∆y = u in Ω, y = 0 on ∂Ω. (4.1)

This is modeled, by finding the minimizer (y%, u%) ∈ Y × U of

J (y%, u%) =
1

2
‖yd − y%‖2

L2(Ω) +
%

2
‖u%‖2

U (4.2)

for some cost/regularization parameter % > 0. In the following, different choices for
the spaces Y and U are discussed. In Section 4.1.4 we will consider the variational
formulation for the operator equation (4.1), leading to the state being in Y = H1

0 (Ω),
which seems to be the natural setting. Despite of the quiet common approach to
measure the control in L2(Ω), to fit the abstract framework, we will see that we
rather need to consider U = H−1(Ω). This framework will turn out to be especially
useful when considering less regular targets yd ∈ Hs

0(Ω) for s ∈ [0, 1). We will then
derive a discretization and related error estimates, using the results from the abstract
setting. With the a posteriori error estimates we can formulate an adaptive scheme
and, observing that for u% ∈ H−1(Ω) we are able to understand the regularization
parameter as a diffusion coefficient in a reduced optimality system, it will be an easy
task to consider % = %(x) as a function. This will be used to derive an optimal choice
of the parameter for adaptive schemes and give related error estimates. In Section
4.1.3 we discuss the incorporation of state and control constraints. Moreover, in
Section 4.1.4 we will answer the question whether the energy regularization also covers
controls in U = L2(Ω). Indeed, it turns out that the setting is applicable also in this
case, but leads to higher regularity assumptions on the state. Related discretization
and error estimates follow out of the box, if we can guarantee conforming ansatz
spaces.

4.1.1 The energy regularization in H−1(Ω)

Since the Laplace operator and its mapping properties are well-understood and more
commonly known, this section aims to be a starting point in the justification of
the abstract framework, derived in Chapter 3. We will redo some of the steps and
derivations already given in the abstract framework, to make the reader familiar with
the tools and approaches used. At some points we will also compare the concept of the
energy regularization with the more common approach for the L2(Ω) regularization,
to point out the differences. To start with, let us consider the operator equation (4.1)
in a variational sense, i.e., we want to find y ∈ Y := H1

0 (Ω) such that∫
Ω

∇y · ∇z dx = 〈u, z〉Ω for all z ∈ H1
0 (Ω). (4.3)

Note, that with this choice we already fix Y = H1
0 (Ω). The variational formulation

(4.3) admits a unique solution for all u ∈ H−1(Ω), as the next lemma shows.
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Lemma 4.1. The operator −∆ : H1
0 (Ω) → H−1(Ω) is an isomorphism. More pre-

cisely, for each u ∈ H−1(Ω) there exists exactly one y ∈ H1
0 (Ω) solving (4.3) and

‖y‖2
H1

0 (Ω) = ‖∇y‖2
L2(Ω) = 〈−∆y, y〉Ω = ‖u‖2

H−1(Ω). (4.4)

Proof. The operator B = −∆ : H1
0 (Ω)→ H−1(Ω) defined as

〈By, z〉Ω :=

∫
Ω

∇y · ∇z dx for all y, z ∈ H1
0 (Ω),

is self-adjoint by definition. Since ‖y‖H1
0 (Ω) = ‖∇y‖L2(Ω), we immediately get bound-

edness and H1
0 (Ω)-ellipticity with cB1 = cB2 = 1, i.e., for all y, z ∈ H1

0 (Ω)

〈By, y〉Ω = ‖y‖2
H1

0 (Ω) and 〈By, z〉Ω ≤ ‖y‖H1
0 (Ω)‖z‖H1

0 (Ω).

By the Lemma of Lax–Milgram (Theorem 2.3), for u ∈ H−1(Ω) there exists a unique
solution y ∈ H1

0 (Ω) of (4.3). This shows the property of being an isomorphism.
Further, we compute that

‖u‖H−1(Ω) = sup
06=z∈H1

0 (Ω)

〈u, z〉Ω
‖z‖H1

0 (Ω)

= sup
06=z∈H1

0 (Ω)

〈By, z〉Ω
‖z‖H1

0 (Ω)

= sup
06=z∈H1

0 (Ω)

∫
Ω
∇y · ∇z dx
‖∇z‖L2(Ω)

≤ ‖y‖H1
0 (Ω)

and vice versa

‖y‖2
H1

0 (Ω) = 〈By, y〉Ω = 〈u, y〉Ω ≤ ‖u‖H−1(Ω)‖y‖H1
0 (Ω)

showing ‖y‖H1
0 (Ω) = ‖u‖H−1Ω, which gives the desired equality of norms.

With ‖u%‖H−1(Ω) = ‖y%‖H1
0 (Ω) = ‖∇y%‖L2(Ω) the reduced cost functional now be-

comes

J̃ (y%) =
1

2
‖y% − yd‖2

L2(Ω) +
%

2
‖∇y%‖2

L2(Ω), (4.5)

and the mimizer y% ∈ H1
0 (Ω) has to fulfill the gradient equation

%〈∇y%,∇z〉L2(Ω) + 〈y% − yd, z〉L2(Ω) = 0 for all z ∈ H1
0 (Ω), (4.6)

for given yd ∈ L2(Ω), which is the weak formulation of the Dirichlet boundary value
problem

−%∆y% + y% = yd in Ω and y% = 0 on ∂Ω. (4.7)
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Before we proceed analyzing (4.6), we want to give a different derivation, which
involves the dual problem and will be useful to compare the approach to the common
L2-regularization. Instead of the reduced cost functional (4.5), we can use that
B : H1

0 (Ω)→ H−1(Ω) is an isomorphism and substitute y% = B−1u%. Together with
the norm representation (4.4) this gives

Ĵ (u%) =
1

2
‖B−1u% − yd‖2

L2(Ω) +
%

2
‖u%‖2

H−1(Ω) (4.8)

=
1

2
〈B−1u% − yd, B−1u% − yd〉L2(Ω) +

%

2
〈u%, B−1u%〉Ω, (4.9)

for which the minimizer u% ∈ H−1(Ω) fulfills the gradient equation

(B∗)−1(B−1u% − yd) + %B−1u% = 0 in H1
0 (Ω).

Introducing p% ∈ H1
0 (Ω) as solution of the dual problem

B∗p% = B−1u% − yd in H−1(Ω),

which is by the self-adjointness B = B∗ nothing but

−∆p% = y% − yd in Ω and p% = 0 on ∂Ω,

we get the gradient equation

p% + %B−1u% = 0 in H1
0 (Ω),

and we end up with the optimality system

−∆y% = u%, −∆p% = y% − yd, p% + %y% = 0 in Ω,

y% = 0, p% = 0, on ∂Ω,
(4.10)

consisting of the forward equation, the adjoint/backward equation and the gradient
equation. Using the forward equation we can eliminate the control u% = −∆y% and
derive the variational formulation, testing the backward and the gradient equation
with q, z ∈ H1

0 (Ω), respectively, and applying integration by parts, which then reads:
find (y%, p%) ∈ H1

0 (Ω)×H1
0 (Ω) such that

%−1

∫
Ω

∇p% · ∇q dx +

∫
Ω

∇y% · ∇q dx =0, for all q ∈ H1
0 (Ω),

−
∫

Ω

∇p% · ∇z dx +

∫
Ω

y%z dx =

∫
Ω

ydz dx, for all z ∈ H1
0 (Ω).

(4.11)

Moreover, we can eliminate the adjoint variable p% = −%y%, to conclude

−%∆y% = ∆p% = yd − y%,

which is (4.7) again.



4.1 An elliptic model problem 67

Remark 4.2 (L2-regularization). Instead of measuring the control in H−1(Ω), it is
common to consider the cost functional

I(y%, u%) =
1

2
‖yd − y%‖2

L2(Ω) +
%

2
‖u%‖2

L2(Ω),

which implies that we assume u% ∈ L2(Ω). Of course, the variational formulation
(4.3) admits a unique solution y ∈ H1

0 (Ω) also in this case, as L2(Ω) ⊂ H−1(Ω).
Thus, we can define the solution operator S : L2(Ω) → H1

0 (Ω) by Su = y ∈ H1
0 (Ω)

for u ∈ L2(Ω) and, as before, we can consider the reduced cost functional

Î(u%) =
1

2
‖Su% − yd‖2

L2(Ω) +
%

2
‖u%‖2

L2(Ω),

for which the minimizer is characterized as solution of the gradient equation

S∗(Su% − yd) + %u% = 0 in L2(Ω),

where S∗ is the formally L2-adjoint of S, defined as

〈S∗y, u〉L2(Ω) := 〈y,Su〉L2(Ω) for all y ∈ H1
0 (Ω), u ∈ L2(Ω).

Let us introduce p% = S∗(Su% − yd) and assume that p% ∈ H1
0 (Ω), then it is the

solution of the adjoint problem

−∆p% = y% − yd in Ω p% = 0 on ∂Ω,

and we end up with the optimality system

−∆y% = u%, −∆p% = y% − yd, p% + %u% = 0 in Ω,

y% = 0, p% = 0 on ∂Ω.
(4.12)

Eliminiating the control u% = −∆y%, we now get that p% − %∆y% = 0 and we can
phrase the variational formulation: find (y%, p%) ∈ H1

0 (Ω)×H1
0 (Ω) such that

%−1

∫
Ω

p%q dx +

∫
Ω

∇y% · ∇q dx =0 for all q ∈ H1
0 (Ω),

−
∫

Ω

∇p% · ∇z dx +

∫
Ω

y%z dx =

∫
Ω

ydz dx, for all z ∈ H1
0 (Ω).

(4.13)

Moreover, we can eliminate the adjoint variable p% = −%u% = %∆y% to conclude

%∆2y% = ∆p% = yd − y%

and therefore

%∆2y% + y% = yd in Ω, y% = ∆y% = 0 on ∂Ω. (4.14)



68 4 Model problems and numerical illustration of the optimal control framework

Compared to (4.7) using the common L2-regularization leads to a fourth order PDE,
as was already considered in [95]. Moreover, considering the optimality system (4.12),
note that

u% = −%−1p% ∈ H1
0 (Ω),

imposing probably unpleasant, additional boundary conditions on the control, which
might even affect the numerical solution of (4.13). In Section 4.1.4 we will show that
using the abstract framework, we can give a formulation that guarantees u% ∈ L2(Ω),
without adding additional regularity or boundary conditions to the control.

So far, we did the derivation of the optimality system and their variational formula-
tion step by step to show the techniques and tools needed. Now, we cast (4.1)-(4.2)
into the framework of Chapter 3, to show the applicability of the abstract framework
and, subsequently, use the theoretical results concerning the regularization error es-
timates, the discretization and the reconstruction of the control. Since the opera-
tor constraint (4.1) is given by the Poisson equation and we have by Lemma 4.1
that B := −∆ : H1

0 (Ω) → H−1(Ω) is an isomorphism, it fulfills Assumption (B1)-
(B3). Moreover, B is self-adjoint, bounded and H1

0 (Ω)-elliptic and we can choose
A = B = −∆ : H1

0 (Ω) → H−1(Ω), which then satisfies the Assumptions (A1)-(A3).
Thus, with the choice

X = Y = H1
0 (Ω) ⊂ H = L2(Ω) ⊂ H−1(Ω) = X∗ = Y ∗ and A = B : Y → Y ∗,

we can apply the theory from Chapter 3. We start, noting that S = B∗A−1B = A =
−∆ : H1

0 (Ω) → H−1(Ω), by (3.11) the minimizer y% ∈ H1
0 (Ω) of (4.5) is uniquely

determined as the solution of

%〈−∆y%, z〉Ω + 〈y%, z〉L2(Ω) = 〈yd, z〉 for all v ∈ H1
0 (Ω),

which is exactly (4.6). Using that ‖v‖S = ‖∇v‖L2(Ω) = ‖v‖H1
0 (Ω), by Lemma 3.5,

Lemma 3.6 and Coroallary 3.7 we get the stability and regularization error esti-
mates.

Lemma 4.3. Let yd ∈ L2(Ω) be given. For the unique solution y% ∈ H1
0 (Ω) of (4.6)

there holds

‖y% − yd‖L2(Ω) ≤ ‖yd‖L2(Ω), (4.15)

as well as

‖y%‖L2(Ω) ≤ ‖yd‖L2(Ω), ‖y%‖H1
0 (Ω) ≤

1
√
%
‖yd‖L2(Ω), ‖∆y%‖L2(Ω) ≤

1

%
‖yd‖L2(Ω).

(4.16)
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Further, if yd ∈ H1
0 (Ω), then

‖y% − yd‖L2(Ω) ≤
√
%‖yd‖H1

0 (Ω) and ‖y% − yd‖H1
0 (Ω) ≤ ‖yd‖H1

0 (Ω). (4.17)

Moreover, it holds

‖y%‖H1
0 (Ω) ≤ ‖yd‖H1

0 (Ω) and ‖∆y%‖L2(Ω) ≤
1
√
%
‖yd‖H1

0 (Ω). (4.18)

At last, if yd ∈ H1
0 (Ω) such that ∆yd ∈ L2(Ω) it holds

‖y% − yd‖L2(Ω) ≤ %‖∆yd‖L2(Ω) and ‖y% − yd‖H1
0 (Ω) ≤

√
%‖∆yd‖L2(Ω), (4.19)

and, in this case we also have

‖∆y%‖L2(Ω) ≤ ‖∆yd‖L2(Ω). (4.20)

Using a space interpolation argument, we can now state the main stability and reg-
ularization error estimates, which coincide with [95, Theorem 3.2].

Theorem 4.4. Let yd ∈ Hs
0(Ω) for s ∈ [0, 1] or yd ∈ H1

0 (Ω) ∩ Hs(Ω) for s ∈ (1, 2].
Then,

‖y% − yd‖L2(Ω) ≤ c%s/2‖yd‖Hs(Ω) for s ∈ [0, 2], (4.21)

and

‖y% − yd‖H1
0 (Ω) ≤ c%(s−1)/2‖yd‖Hs(Ω) for s ∈ (1, 2]. (4.22)

Moreover, if Ω is convex or the boundary of ∂Ω is C2, it holds that

‖y%‖Hs(Ω) ≤ c‖yd‖Hs(Ω) for s ∈ [0, 2]. (4.23)

Proof. To show (4.21) consider the linear mapping Tyd := y% − yd. By (4.15) and
(4.19) it holds that

‖Tyd‖L2(Ω) ≤ ‖yd‖L2(Ω), for all yd ∈ L2(Ω),

‖Tyd‖L2(Ω) ≤
√
%‖yd‖H1

0 (Ω) ≤
√
%‖yd‖H1(Ω), for all yd ∈ H1

0 (Ω),

‖Tyd‖L2(Ω) ≤ %‖∆yd‖L2(Ω) ≤ %‖yd‖H2(Ω), for all yd ∈ H1
0 (Ω) ∩H2(Ω),

i.e, T : X → L2(Ω) is bounded for X ∈ {L2(Ω), H1
0 (Ω), H1

0 (Ω) ∩ H2(Ω)}. Using
Theorem 2.14 we deduce that T : Hs

0(Ω) → L2(Ω) is bounded for all s ∈ [0, 1] and
T : H1

0 (Ω) ∩Hs(Ω)→ L2(Ω) is bounded for all s ∈ (1, 2] and

‖y% − yd‖L2(Ω) = ‖Tyd‖L2(Ω) ≤ c%s/2‖yd‖Hs(Ω).



70 4 Model problems and numerical illustration of the optimal control framework

The estimate (4.22) follows analogously defining T : X → H1
0 (Ω) and using (4.17)

and (4.19). For (4.23) first note if Ω is convex or ∂Ω is C2, we have that∑
|α|=2

‖Dαy‖L2(Ω) ≤ c‖∆y‖L2(Ω), (4.24)

for all y ∈ H1
∆(Ω) := {y ∈ H1

0 (Ω) : ∆y ∈ L2(Ω)}, see, e.g., [30, 40, 59]. Obviously, it
holds that

‖∆y‖L2(Ω) ≤ ‖y‖H2(Ω) for all y ∈ H1
0 (Ω) ∩H2(Ω).

Using (4.24) and the Poincare inequality we can estimate

‖y‖H2(Ω) ≤ c
(
‖y‖H1

0 (Ω) + ‖∆y‖L2(Ω)

)
.

Further, integrating by parts, gives for y ∈ H1
∆(Ω), that

‖y‖2
H1

0 (Ω) =

∫
Ω

∇y · ∇y dx = 〈−∆y, y〉Ω ≤ ‖∆y‖L2(Ω)‖y‖L2(Ω) ≤ cP‖∆y‖‖y‖H1
0 (Ω)

and therefore ‖y‖H1
0 (Ω) ≤ c‖∆y‖L2(Ω). Altogether, we see that

‖∆y‖L2(Ω) ≤ ‖y‖H2(Ω) ≤ c‖∆y‖L2(Ω) and H1
∆(Ω) = H1

0 (Ω) ∩H2(Ω).

Now consider the linear mapping T̂ yd = y%. By (4.16), (4.18) and (4.20) we have
that

‖T̂ yd‖L2(Ω) = ‖y%‖L2(Ω) ≤ ‖yd‖L2(Ω) for all yd ∈ L2(Ω),

‖T̂ yd‖H1(Ω) = ‖y%‖H1(Ω) ≤ c‖y%‖H1
0 (Ω) ≤ c‖yd‖H1(Ω) for all yd ∈ H1

0 (Ω),

‖T̂ yd‖H2(Ω) = ‖y%‖H2(Ω) ≤ c‖∆y%‖L2(Ω) ≤ c‖yd‖H2(Ω) for all yd ∈ H1
0 (Ω) ∩H2(Ω).

Thus, T̂ : X → X is bounded for X ∈ {L2(Ω), H1
0 (Ω), H1

0 (Ω) ∩ H2(Ω)} and by
Theorem 2.14 T̂ : Hs

0(Ω) → Hs
0(Ω) is bounded for all s ∈ [0, 1] and T̂ : H1

0 (Ω) ∩
Hs(Ω)→ H1

0 (Ω) ∩Hs(Ω) is bounded for s ∈ (1, 2] and

‖y%‖Hs(Ω) = ‖T̂ yd‖Hs(Ω) ≤ c‖yd‖Hs(Ω).

Discretization

In the following we discuss the discretization and give discretization error estimates.
We assume that Ω ⊂ Rd, d = 1, 2, 3, is a bounded and convex Lipschitz domain, which
is polygonally (d = 2) or polyhedrally (d = 3) bounded. For the discretization we
consider the space S1

h(Th) of globally continuous, piecewise linear functions defined
on a admissible and shape regular decomposition Th = {τ`}N`=1. As a conforming



4.1 An elliptic model problem 71

ansatz space, we use Yh = S1
h(Th)∩H1

0 (Ω). Then the discrete variational formulation
of (4.6) is to find y%h ∈ Yh such that

%〈∇y%h,∇zh〉L2(Ω) + 〈y%h, zh〉L2(Ω) = 〈yd, zh〉L2(Ω) for all zh ∈ Yh. (4.25)

This is exaclty (3.21), and we get unique solvability by Lemma 3.10 and best ap-
proximation error estimates by Theorem 3.11.

Theorem 4.5. Let yd ∈ L2(Ω). For the unique solution y%h ∈ Yh of (4.25) there
holds

‖y%h − yd‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.26)

If additionally, yd ∈ H1
0 (Ω), we have

‖y%h − yd‖L(Ω) ≤ c
(√

%‖yd‖H1
0 (Ω) + inf

zh∈Yh

[
%‖yd − zh‖2

H1
0 (Ω) + ‖yd − zh‖2

L2(Ω)

]1/2)
(4.27)

and
√
%‖y%h − yd‖H1

0 (Ω) ≤ c
(√

%‖yd‖H1
0 (Ω) + inf

zh∈Yh

[
%‖yd − zh‖2

H1
0 (Ω) + ‖yd − zh‖2

L2(Ω)

]1/2)
.

(4.28)

Moreover, if yd ∈ H1
0 (Ω) and ∆yd ∈ L2(Ω) we have the error estimates

‖y%h − yd‖L2(Ω) ≤ c
(
%‖∆yd‖L2(Ω) + inf

zh∈Yh

[
%‖yd − zh‖2

H1
0 (Ω) + ‖yd − zh‖2

L2(Ω)

]1/2)
(4.29)

and
√
%‖y%h − yd‖H1

0 (Ω) ≤ c
(
%‖∆yd‖L2(Ω) + inf

zh∈Yh

[
%‖yd − zh‖2

H1
0 (Ω) + ‖yd − zh‖2

L2(Ω)

]1/2)
.

(4.30)

Using these results and the best approximation properties we can now derive the
optimal choice of the regularization parameter % > 0 and error estimates in broken
Sobolev spaces.

Theorem 4.6. Let yd ∈ Hs
0(Ω) for s ∈ [0, 1] or yd ∈ H1

0 (Ω) ∩ Hs(Ω) for s ∈ (1, 2].
If % = h2, then

‖y%h − yd‖L2(Ω) ≤ chs‖yd‖Hs(Ω) for all s ∈ [0, 2] (4.31)

and
‖y%h − yd‖H1

0 (Ω) ≤ chs−1‖yd‖Hs(Ω) for all s ∈ [1, 2]. (4.32)
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Proof. Firstly, for yd ∈ L2(Ω) (4.26) gives

‖y%h − yd‖L2(Ω) ≤ ‖yd‖L2(Ω).

Using the best approximation estimates of Yh, see Theorem 2.28, we get for yd ∈
H1

0 (Ω) that

inf
zh∈Yh

[
h2‖yd − zh‖2

H1
0 (Ω) + ‖yd − zh‖2

L2(Ω)

]1/2 ≤ ch‖yd‖H1(Ω),

while for yd ∈ H1
0 (Ω) ∩H2(Ω) we get

inf
zh∈Yh

[
h2‖yd − zh‖2

H1
0 (Ω) + ‖yd − zh‖2

L2(Ω)

]1/2 ≤ ch2‖yd‖H2(Ω).

With % = h2 the estimate (4.27) now becomes

‖y%h − yd‖L2(Ω) ≤ c(
√
%+ h)‖yd‖H1(Ω) = ch‖yd‖H1(Ω),

and, analogously, (4.29) can be bounded by

‖y%h − yd‖L2(Ω) ≤ c(%+ h2)‖yd‖H1(Ω) = ch2‖yd‖H2(Ω).

Therefore, the operator T : X → L2(Ω) defined as Tyd = y%h − yd is bounded for
X ∈ {L2(Ω), H1

0 (Ω), H1
0 (Ω) ∩ H2(Ω)} and by Theorem 2.14, T : Hs

0(Ω) → L2(Ω) is
bounded for all s ∈ [0, 1] and T : H1

0 (Ω)∩Hs(Ω)→ L2(Ω) is bounded for all s ∈ (1, 2]
with

‖y%h − yd‖L2(Ω) = ‖Tyd‖L2(Ω) ≤ chs‖yd‖Hs(Ω),

which is (4.31). The estimate (4.32) follows analogously, using the estimates (4.28)
and (4.30), % = h2 and the space interpolation argument. We skip the details.

The next Lemma states the convergence rates for the cost functional, depending on
the regularity of the target yd ∈ Hs

0(Ω), s ∈ [0, 1].

Lemma 4.7. Let yd ∈ Hs
0(Ω) for s ∈ [0, 1] and let y%h ∈ Yh be the unique solution of

(4.25). Let Th be locally quasi-uniform and choose % = h2, then

J̃ (y%h) =
1

2
‖y%h − yd‖2

L2(Ω) +
%

2
‖∇y%h‖2

L2(Ω) ≤ ch2s‖yd‖2
Hs(Ω). (4.33)

Proof. Let yd ∈ L2(Ω). Then by (4.31) it holds

‖y%h − yd‖L2(Ω) ≤ ‖yd‖L2(Ω).
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Testing (4.25) with zh = y%h ∈ Yh, we obtain

%‖∇y%h‖2
L2(Ω) + ‖y%h‖2

L2(Ω) = 〈yd, y%h〉L2(Ω) ≤ ‖yd‖L2(Ω)‖y%h‖L2(Ω),

from which we immediately conclude

‖y%h‖L2(Ω) ≤ ‖yd‖L2(Ω) and ‖∇y%h‖L2(Ω) ≤
1
√
%
‖yd‖L2(Ω).

Thus, we get

J̃ (y%h) =
1

2
‖y%h − yd‖2

L2(Ω) +
%

2
‖∇y%h‖2

L2(Ω)

≤ 1

2
‖yd‖2

L2(Ω) +
%

2

1

%
‖yd‖2

L2(Ω)

= ‖yd‖2
L2(Ω). (4.34)

Now, let yd ∈ H1
0 (Ω). Then by (4.31) we have

‖y%h − yd‖L2(Ω) ≤ ch‖yd‖H1(Ω).

Further, let Qh : L2(Ω)→ Yh denote the L2-projection, defined as

〈Qhu, zh〉L2(Ω) = 〈u, zh〉L2(Ω) for all zh ∈ Yh.

Then we compute by (4.25)

%‖∇y%h‖2
L2(Ω) = 〈yd − y%h, y%h〉L2(Ω) = 〈Qh(yd − y%h), y%h〉L2(Ω)

= −‖Qh(yd − y%h)‖2
L2(Ω) + 〈Qh(yd − y%h), yd〉L2(Ω)

≤ 〈yd − y%h, Qhyd〉L2(Ω)

= %〈∇y%h,∇Qhyd〉L2(Ω)

≤ %‖∇y%h‖L2(Ω)‖Qhyd‖H1(Ω),

where we used that Qh is self-adjoint. By the local quasi-uniformity of the trian-
gulation Th, we know that the L2-projection is H1-stable, see [16, 21], and we get
‖Qhyd‖H1(Ω) ≤ c ‖yd‖H1(Ω) from which we conclude

‖∇y%h‖L2(Ω) ≤ c‖yd‖H1(Ω).

Thus, for the cost functional we have, using % = h2, that

J̃ (y%h) =
1

2
‖yd − y%h‖2

L2(Ω) +
%

2
‖∇y%h‖2

L2(Ω)

≤ 1

2
ch2‖yd‖2

H1(Ω) +
%

2
c‖yd‖2

H1(Ω)

≤ ch2‖yd‖2
H1(Ω). (4.35)

Interpolating (4.34) and (4.35), see Theorem 2.14, we get

J̃ (y%h) ≤ ch2s‖yd‖2
Hs(Ω), s ∈ [0, 1].
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Remark 4.8. We showed optimal orders of convergence in (4.33) for yd ∈ Hs(Ω),
only for s ∈ [0, 1] and for the choice % = h2, where the best rate possible is

J̃ (y%h) ≤ h2‖yd‖2
H1(Ω) if yd ∈ H1

0 (Ω). (4.36)

Now, consider yd ∈ H1
0 (Ω) ∩Hs(Ω) for s ∈ (1, 2]. By Theorem 4.5 (4.29) we have

‖y%h − yd‖2
L2(Ω) ≤ c(%2 + %h2 + h4)‖yd‖2

H2(Ω)

and we can bound

‖∇y%h‖L2(Ω) ≤ c‖yd‖H1(Ω) ≤ c‖yd‖H2(Ω)

as in the preceeding proof. For the cost functional we then get,

J̃ (y%h) ≤ c(%2 + %h2 + h4 + %)‖yd‖2
H2(Ω).

This reveals that also in the case of targets of higher regularity, we will only see a
quadratic rate of convergence when choosing % = h2. Thus, the energy regulariza-
tion in H−1(Ω) is well suited for targets that are less regular, e.g. discontinuous
targets, while for more regular targets one should consider the control in L2, as will
be discussed in Section 4.1.4.

Numerical results

The finite elements space Yh = S1
h(Th)∩H1

0 (Ω) is spanned by piecewise linear, globally
continuous functions {ϕ1

k}Mk=1. Therefore, for all zh ∈ Yh the representation

zh(x) =
M∑
k=1

zkϕ
1
k(x), with zk = zh(xk)

holds true, which defines the finite element isomorphism Yh 3 zh ↔ zh ∈ RM ,
where zh[k] = zk, k = 1, . . . ,M . The discrete variational formulation (4.25) is then
equivalent to the linear system of equations

(%Kh +Mh)y%h = ydh, (4.37)

where the stiffness matrix and the mass matrix are given as

Kh[i, j] =

∫
Ω

∇ϕ1
j(x)·∇ϕ1

i (x) dx and Mh[i, j] =

∫
Ω

ϕ1
j(x)ϕ1

i (x) dx, i, j = 1, . . . ,M

and the load vector has the entries

ydh[i] =

∫
Ω

yd(x)ϕ1
i (x) dx, i = 1, . . . ,M.
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Remark 4.9. The discretization of the L2-regularization (4.13) is equivalent to the
linear system of equations(

%−1Mh Kh

−K>h Mh

)(
p%h
y%h

)
=

(
0h
ydh

)
. (4.38)

A thorough analysis including the derivation of regularization and finite element error
estimates in this case is given in [76]. A different derivation is given in Section
4.1.4. We will not repeat the analysis at this point, but we will compare the current
approach to this method. It is important to note, that for yd ∈ Hs

0(Ω), s ∈ [0, 1] or
yd ∈ H1

0 (Ω) ∩Hs(Ω), s ∈ (1, 2] the error estimate

‖y%h − yd‖L2(Ω) ≤ chs‖yd‖Hs(Ω)

holds, for the choice % = h4.

To show the sharpness of the theoretical results, we consider three targets of different
regularity defined on the unit square in Ω = (0, 1)2 ⊂ R2. First, we consider yd,1 ∈
C2(Ω) ∩H1

0 (Ω) defined as

yd,1(x, y) =

{
1
2
(6y − 3x− 2)3(3x− 6y)3 sin(πx), x ≤ 2y and 6y − 3x ≤ 2,

0, else.
(4.39)

As a second example we consider a piecewise bilinear function yd,2 ∈ H3/2−ε(Ω) ∩
H1

0 (Ω), ε > 0, defined as

yd,2(x, y) = φ(x)φ(y), φ(x) =


1, x = 0.45,

0, x 6∈ [0.2, 0.6],

linear, else.
(4.40)

And finally, a discontinuous target yd,3 ∈ H1/2−ε
0 (Ω), ε > 0, defined as

yd,3(x, y) =

{
1, (x, y) ∈ (0.25, 0.75)2 ⊂ Ω,

0, else.
(4.41)

The targets are depicted in Figure 4.1.

The convergence rates for a uniform refinement are computed for an initial triangu-
lation with N = 128 elements andM = 49 degrees of freedom (DoFs), see Figure 4.3,
for all three targets for both, the energy regularization in H−1(Ω) solving (4.37) and
the common L2-regularization solving (4.38). Firstly, for a fixed parameter % > 0,
we clearly see optimal convergence rates at first, which break down when h = %1/2

in the case of the energy regularization and h = %1/4 in the case of the common
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a) yd,1 b) yd,2 c) yd,3

Figure 4.1: Target functions yd,i, i = 1, 2, 3.

a) y%h,1 b) y%h,2 c) y%h,3
Energy regularization (4.37) with % = h2

d) y%h,1 e) y%h,2 f) y%h,3
Common L2-regularization (4.38) with % = h4

Figure 4.2: Reconstructed target functions y%h,i, i = 1, 2, 3, on a mesh with N =
32768 elements and M = 16129 DoFs.
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L2-regularization, but independent of the regularity of the target. This is in total
agreement with our theory, as the estimates in Theorem 4.5 show best approximation
properties until the constant term dominates the error. Secondly, Figure 4.3 shows
the convergence for the optimal choice % = h2 for the energy regularization and
% = h4 for the common L2-regularization. We see optimal convergence for all three
targets, again supporting the theoretical error estimates in Theorem 4.6. Although,
the convergence rates indicate a similar behavior of the reconstructed targets, Figure
4.2 reveals a qualitatively different behavior in the case of the discontinuous target.
While for the common L2-regularization one observes oscillations around the jump,
the energy regularization gives sharp results. In Figure 4.4 the convergence of the
cost functional is plotted for a fixed parameter % = 10−8 and the optimal choice
% = h2. We clearly see, that for a fixed parameter the convergence is optimal up to
the point where h4 ∼ %, while for % = h2 we only see the optimal rate for the target
yd,3 ∈ H1/2−ε(Ω) and a quadratic rate for the other two targets, which supports the
results in Remark 4.8.

Reconstruction of the control

In order to compute a discrete reconstruction of the control u% ∈ H−1(Ω) we have
two different options. Firstly, we can choose Uh = Yh ⊂ H−1(Ω) as a conforming
trial space spanned by the piecewise linear, globally continuous functions {ϕ1

h,i}
Mh
i=1.

Then, for the unique solution y%h ∈ Yh of (4.25) we compute u%h ∈ Yh by solving

〈u%h, vh〉L2(Ω) = 〈∇y%h,∇vh〉L2(Ω) for all vh ∈ Yh. (4.42)

Using the fe-isomorphism this is equivalent to the linear system of equations

Mhu%h = Khy%h, (4.43)

with mass and stiffness matrices as in (4.37). In this case u%h ∈ Yh is the discrete
Riesz representant of −∆y%h ∈ H−1(Ω). For a target yd ∈ Hs(Ω)∩H1

0 (Ω), s ∈ [1, 2],
using a Strang Lemma argument, we can derive the error estimate

‖u% − u%h‖H−1(Ω) ≤ chs‖yd‖Hs(Ω), s ∈ [1, 2].

The results are depicted in Figure 4.5. However, u%h ∈ Yh enforces homogeneous
Dirichlet boundary conditions and, for discontinuous controls u% ∈ H−1(Ω), this
approach seems not suitable, as u%h ∈ Yh ⊂ C(Ω) is continuous. Hence, we follow
the ideas of Section 3.1.3 to give a more rigorous approach. Therefore, we choose
UH = S0

H(TH) ⊂ H−1(Ω) as conforming subspace, spanned by the piecewise constant
functions {ϕ0

H,`}
NH
`=1, where we assume that the decompositions TH and Th are nested,

i.e., S0
H(TH) ⊂ S0

h(Th). Then we need to solve (3.41), which in this case reads: find
(p̂h, u%H) ∈ Yh × UH such that

〈∇p̂h,∇qh〉L2(Ω) + 〈u%H , qh〉L2(Ω) = 〈∇y%h,∇qh〉L2(Ω), 〈vH , p̂h〉L2(Ω) = 0, (4.44)

for all (qh, vH) ∈ Yh × UH . Transferring Theorem 3.20 we get the following.
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Figure 4.3: Convergence for the three different target functions yd,i, i = 1, 2, 3 for
the energy regularization in H−1(Ω) solving (4.37) and the common L2

regularization solving (4.38) for different choices of % > 0.
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Figure 4.4: Convergence of the cost functional J̃ .

Theorem 4.10. Let the discrete inf-sup stability condition

cS‖vH‖H−1(Ω) ≤ sup
06=qh∈Yh

〈vH , qh〉L2(Ω)

‖∇qh‖L2(Ω)

for all vH ∈ UH (4.45)

hold true, for some cS > 0. Then the discrete variational formulation (4.44) admits
a unique solution (p̂h, u%H) ∈ Yh × UH . Further, denote by u% = −∆y% ∈ H−1(Ω),
where y% ∈ H1

0 (Ω) denotes the unique solution of (4.6). If yd ∈ H1
0 (Ω) ∩Hs(Ω) for

s ∈ [1, 2] and % = h2, then

‖u% − u%H‖H−1(Ω) ≤ cHs−1‖yd‖Hs(Ω). (4.46)

Proof. Unique solvability follows directly from Theorem 3.20, and we also get the
best approximation error estimate

‖u% − u%H‖H−1(Ω) ≤ c
(

inf
vH∈UH

‖u% − vH‖H−1(Ω) + ‖∇(y%h − y%)‖L2(Ω)

)
. (4.47)

Firstly, note that subtracting (4.25) from (4.6) we conclude Galerkin orthogonality
and we get Cea’s Lemma, i.e.,

%‖∇(y% − y%h)‖2
L2(Ω) + ‖y% − y%h‖2

L2(Ω)

≤ inf
zh∈Yh

[
%‖∇(y% − zh)‖2

L2(Ω) + ‖y% − zh‖2
L2(Ω)

]
.

For yd ∈ H1
0 (Ω), we can therefore estimate, using (4.4) and (4.18),

‖u% − u%H‖H−1(Ω) ≤ c
(
‖u%‖H−1(Ω) + ‖∇y%‖L2(Ω)

)
≤ c‖y%‖H1

0 (Ω) ≤ c‖yd‖H1
0 (Ω). (4.48)

Now, consider yd ∈ H1
0 (Ω)∩H2(Ω). Then by (4.20), we have that u% = −∆y% ∈ L2(Ω).

In order to estimate the first term in (4.47) denote by Q0
H : L2(Ω) → UH the L2-

projection defined as

〈Q0
Hu, vH〉L2(Ω) = 〈u, vH〉L2(Ω) for all vH ∈ UH .
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Using the Galerkin orthogonality, i.e., 〈u%−Q0
Hu%, vH〉L2(Ω) = 0 for all vH ∈ UH , and

the best approximation property (Theorem 2.35) we can estimate

‖u% −Q0
Hu%‖H−1(Ω) = sup

06=z∈H1
0 (Ω)

〈u% −Q0
Hu%, z〉L2(Ω)

‖∇z‖L2(Ω)

= sup
06=z∈H1

0 (Ω)

〈u% −Q0
Hu%, z −Q0

Hz〉L2(Ω)

‖∇z‖L2(Ω)

≤ sup
06=z∈H1

0 (Ω)

‖u% −Q0
Hu%‖L2(Ω)‖z −Q0

Hz‖L2(Ω)

‖∇z‖L2(Ω)

≤ sup
06=z∈H1

0 (Ω)

‖u%‖L2(Ω)cH‖∇z‖L2(Ω)

‖∇z‖L2(Ω)

= cH‖u%‖L2(Ω) = cH‖∆y%‖L2(Ω) ≤ cH‖yd‖H2(Ω).

The second term in (4.47) can be estimated, using % = h2 and the best approximation
error estimates, by

‖∇(y% − y%h)‖L2(Ω) ≤ ch‖y%‖H2(Ω) ≤ ch‖yd‖H2(Ω),

and overall (4.47) admits the estimate

‖u% − u%H‖H−1(Ω) ≤ cH‖yd‖H2(Ω). (4.49)

Thus, interpolating (4.48) and (4.49), we conclude

‖u% − u%h‖H−1(Ω) ≤ cHs−1‖yd‖Hs(Ω)

for all s ∈ [1, 2].

Remark 4.11. The convergence estiamte (4.46) only holds when considering the tar-
get yd ∈ H1

0 (Ω) ∩ Hs(Ω) for s ∈ [1, 2]. In order to have convergence rates also for
less regular targets, one can derive error estimates in H−2(Ω), as was done in [50].

By the fe-isomorphism the variational formulation (4.44) is equivalent to the system
of linear equations (

Kh M̂h

M̂>
h 0

)(
p̂h
u%H

)
=

(
Khy%h
0H

)
, (4.50)

with stiffness matrix Kh as above and mass matrix

M̂h[i, `] = 〈ϕ0
H,`, ϕ

1
h,i〉L2(Ω), i = 1, . . . ,Mh, ` = 1, . . . , NH .

In order to fulfill the discrete inf-sup stability (4.45) we choose h = H/4, i.e., Th is
twice uniformly refined with respect to TH . The reconstructed controls are depicted
in Figure 4.5.
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a) u%h,1 b) u%h,2 c) u%h,3
u%h,i ∈ Yh computed by solving (4.43)

d) u%H,1 e) u%H,2 f) u%H,3
u%H,i ∈ UH computed by solving (4.50)

Figure 4.5: Reconstructed controls on a mesh with N = 32768 elements and M =
16129 DoFs.

4.1.2 Adaptive refinement

Our main goal in this section is to reconstruct a given desired state yd ∈ L2(Ω) by
the computed state y%h ∈ Yh as solution of the energy regularization (4.25) with only
as much effort as needed. Noting, that when measuring the distance ‖yd− y%h‖L2(Ω),
all parameters are known, we can easily compute the local error on each element,
by

η` = ‖y%h − yd‖L2(τ`), ` = 1, . . . , N.

The global error then fulfills

‖y%h − yd‖2
L2(Ω) =

N∑
`=1

η2
`

and we can use η`, ` = 1, . . . , N as error indicator. An adaptive refinement scheme
will then refine all elements τ` ∈ Th that are marked by

η` > θ max
i=1,...,N

ηi, for some θ > 0.
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This idea dates back to Dörfler [34] and we will refer to it as Dörfler marking. Recall,
that the optimal choice for the regularization parameter for the energy regularization
is % = h2 for a uniform mesh. In general, when applying an adaptive refinement
scheme, the resulting meshes will get heavily non-uniform, leading to the question,
which choice of the regularization parameter is appropriate in this situation. In
Figure 4.3 we saw, when choosing a fixed parameter % > 0 we have optimal orders of
convergence, whenever h > %1/2. Thus, we might always choose % = h2

min. Although,
if some elements are not refined at all, this choice is a vast overestimation. Especially,
for discontinuous targets yd ∈ Hs

0(Ω) with 0 ≤ s < 1, it is of highest interest to keep
the regularization parameter as large as possible, as in this case the problem does not
admit a solution y% ∈ H1

0 (Ω) without regularization. In the following, we will redo
the error analysis of the discrete setting, under the assumption that % = %(x) is a
function that fulfills 0 < % ≤ %(x) ≤ % <∞. We will show, that the choice %(x) = h2

`

for x ∈ τ` is an appropriate choice, to regain optimal orders of convergence, as stated
for the uniform refinement in the last section.

Instead of the variational formulation (4.6), for a constant parameter % > 0 we will
now consider: for given yd ∈ L2(Ω) find y% ∈ H1

0 (Ω) such that∫
Ω

%(x)∇y%(x) · ∇z(x) dx+

∫
Ω

y%(x)z(x) dx =

∫
Ω

yd(x)z(x) dx for all z ∈ H1
0 (Ω).

(4.51)
Note, that this corresponds to the variational formulation of the diffusion equation

− div(%(x)∇y%(x)) + y%(x) = yd(x), x ∈ Ω and y%(x) = 0, for x ∈ ∂Ω, (4.52)

with diffusion coefficient %(x) which is uniformly bounded from above and below.
Hence, unique solvability follows by standard arguments, as for a constant coefficient.
To derive error estimates, we will first give regularization error estimates.

Lemma 4.12. Let yd ∈ L2(Ω) and let y% ∈ H1
0 (Ω) be the unique solution of (4.51).

Then

‖y% − yd‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.53)

Further, if yd ∈ H1
0 (Ω), then

‖y% − yd‖2
L2(Ω) ≤

∫
Ω

%(x)|∇yd(x)|2 dx (4.54)

and ∫
Ω

%(x)|∇(y%(x)− yd(x))|2 dx ≤
∫

Ω

%(x)|∇yd(x)|2 dx. (4.55)
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Proof. Testing (4.51) with z = y% ∈ H1
0 (Ω), we obtain∫

Ω

%(x)|∇y%(x)|2 dx =

∫
Ω

(yd(x)− y%(x))y%(x) dx

= −
∫

Ω

(yd(x)− y%(x))(yd(x)− y%(x)) dx

+

∫
Ω

yd(x)(yd(x)− y%(x)) dx.

Reordering gives

‖yd − y%‖2
L2(Ω) +

∫
Ω

%(x)|∇y%(x)|2 dx =

∫
Ω

yd(x)(yd(x)− y%(x)) dx

from which we deduce (4.53) when applying the Cauchy–Schwarz inequality. If yd ∈
H1

0 (Ω), we can choose z = yd − y% in (4.51) and compute

‖yd − y%‖2
L2(Ω) =

∫
Ω

%(x)∇y%(x) · ∇(yd(x)− y%(x)) dx

= −
∫

Ω

%(x)|∇(yd(x)− y%(x))|2 dx

+

∫
Ω

%(x)∇yd(x) · ∇(yd(x)− y%(x)) dx,

from which by reordering we conclude that

‖yd − y%‖2
L2(Ω) +

∫
Ω

%(x)|∇(yd(x)− y%(x))|2 dx

≤

√∫
Ω

%(x)|∇yd(x)|2 dx

√∫
Ω

%(x)|∇(yd(x)− y%(x))|2 dx.

This gives (4.55) and (4.54) and concludes the proof.

Let us now turn to the discretization and give discretization error estimates, as for
the uniform case. For given yd ∈ L2(Ω), the discrete variational formulation is to
find y%h ∈ Yh = S1

h(Th) ∩H1
0 (Ω) such that∫

Ω

%(x)∇y%h(x) · ∇zh(x) dx+

∫
Ω

y%h(x)zh(x) dx =

∫
Ω

yd(x)zh(x) dx for all zh ∈ Yh.

(4.56)

Again, unique solvability follows as in the uniform case, as %(x) is bounded uniformly
and the Lemma of Lax–Milgram applies. When subtracting (4.51) from (4.56) we
see that the Galerkin orthogonality∫

Ω

%(x)∇(y%h(x)− y%(x)) · ∇zh(x) dx+

∫
Ω

(y%h(x)− y%(x))zh(x) dx = 0
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holds for all zh ∈ Yh, from which we immediately conclude Cea’s Lemma, i.e.,∫
Ω

%(x)|∇(y%h(x)− y%(x))|2 dx+

∫
Ω

|y%h(x)− y%(x)|2 dx

≤ inf
zh∈Yh

[∫
Ω

%(x)|∇(zh(x)− y%(x))|2 dx+

∫
Ω

|zh(x)− y%(x)|2 dx
]
.(4.57)

Using the estimates we derived up to this point, we can now state the convergence
properties for the adaptive refinement.

Theorem 4.13. Let yd ∈ L2(Ω) and let y%h ∈ Yh be the unique solution of (4.56).
Then

‖y%h − yd‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.58)

Moreover, let Th be a locally quasi-uniform triangulation and let yd ∈ H1
0 (Ω). If

%(x) = h2
` for ` = 1, . . . , N it holds

‖y%h − yd‖2
L2(Ω) ≤ c

N∑
`=1

h2
`‖∇yd‖2

H1(τ`)
. (4.59)

Proof. The estimate (4.58) follows as in the continuous setting in Lemma 4.12, testing
(4.56) with zh = y%h. Now let yd ∈ H1

0 (Ω) for all ` = 1, . . . , N . Using a triangle
inequality and Hölders inequality, we compute that

‖y%h − yd‖2
L2(Ω) ≤ 2

(
‖y%h − y%‖2

L2(Ω) + ‖y% − yd‖2
L2(Ω)

)
. (4.60)

For the second term we use the estimate (4.54) to conclude

‖y% − yd‖2
L2(Ω) ≤

∫
Ω

%(x)|∇yd(x)|2 dx =
N∑
`=1

h2
`

∫
τ`

|∇yd(x)|2 dx.

For the first term we apply (4.57) to get

‖y%h − y%‖2
L2(Ω) ≤ inf

zh∈Yh

[∫
Ω

%(x)|∇(zh(x)− y%(x))|2 dx+

∫
Ω

|zh(x)− y%(x)|2 dx
]
.

Choosing zh = Π1
hyd as the Scott-Zhang quasi-interpolation operator, for which

‖yd − Πhyd‖2
L2(τ`)

≤ ch2
`

∫
ω`

|∇yd(x)|2 dx

and
‖∇(yd − Πhyd)‖2

L2(τ`)
≤ c

∫
ω`

|∇yd(x)|2 dx
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holds, where ω` :=
⋃
{j=1,...,N : τ`∩τj 6=∅} τ j, see Remark 2.34 and [103], we get, together

with (4.54),∫
τ`

|Πhyd(x)− y%(x)|2 dx ≤ 2‖Πhyd − yd‖2
L2(τ`)

+ 2‖yd − y%‖2
L2(τ`)

≤ 2ch2
`

∫
ω`

|∇yd(x)|2 dx+ 2‖yd − y%‖2
L2(τ`)

.

In the same fashion, using %(x) = h2
` on τ`, we compute∫

τ`

%(x)|∇(Πhyd(x)− y%(x))|2 dx ≤ 2h2
`‖∇(Πhyd − yd)‖2

L2(τ`)

+2

∫
τ`

%(x)|∇(yd(x)− y%(x))|2 dx

≤ 2ch2
`

∫
ω`

|∇yd(x)|2 dx

+2

∫
τ`

%(x)|∇(yd(x)− y%(x))|2 dx.

Thus, using (4.54) and (4.55), we can bound

‖y%h − y%‖2
L2(Ω) ≤ inf

zh∈Yh

N∑
`=1

[ ∫
τ`

%(x)|∇(zh(x)− y%(x))|2 dx

+

∫
τ`

|zh(x)− y%(x)|2 dx
]

≤
N∑
`=1

[∫
τ`

%(x)|∇(Πhyd(x)− y%(x))|2 dx+

∫
τ`

|Πhyd(x)− y%(x)|2 dx
]

≤ c
( N∑
`=1

[
h2
`

∫
ω`

|∇yd(x)|2 dx
]

+

∫
Ω

%(x)|∇(y%(x)− yd(x))|2 dx+ ‖y% − yd‖2
L2(Ω)

)
≤ c
( N∑
`=1

[
h2
`

∫
ω`

|∇yd(x)|2 dx
]

+

∫
Ω

%(x)|∇yd(x)|2 dx
)

= c
( N∑
`=1

[
h2
`

∫
ω`

|∇yd(x)|2 dx
]

+
N∑
`=1

[
h2
`

∫
τ`

|∇yd|2 dx
])

≤ c
N∑
`=1

h2
`‖∇yd‖2

L2(ω`)
.
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Altogether, using the local quasi-uniformity, we can bound

‖y%h − yd‖2
L2(Ω) ≤ 2‖y%h − y%‖2

L2(Ω) + 2‖y% − yd‖2
L2(Ω)

≤ c
( N∑
`=1

h2
`‖∇yd‖2

L2(ω`)
+

N∑
`=1

h2
`‖∇yd‖2

L2(τ`)

)
≤ c

N∑
`=1

(
cL
∑
τk⊂ω`

h2
k

∫
τk

|∇yd(x)|2 dx+
N∑
k=1

h2
k

∫
τk

|∇yd(x)|2 dx
)

≤ c
N∑
`=1

h2
`

∫
τ`

|∇yd(x)|2 dx,

where cL denotes the local quasi uniformity constant, i.e., h2
` ≤ cLh

2
k for all τk ∈ ω`,

` = 1, . . . , N.

Remark 4.14. Note, that in contrast to the case of constant % > 0, we only derived
error estimates, when the regularity of yd ∈ Hs

0(Ω) for s = 0, 1. A higher order of
convergence could be analyzed, when considering more regularity on %(x) and applying
integration by parts. A rigorous analysis and the optimal choice for more regular %(x)
depending on the discretization is still open.

Remark 4.15. In the case of constant % > 0 we applied a space interpolation ar-
gument, to derive convergence rates for yd ∈ Hs

0(Ω), s ∈ [0, 1]. This is not directly
applicable here, as (4.59) involves a sum and not a constant to be interpolated. One
option to resolve this issue, is to consider the bound

‖y%h − yd‖2
L2(Ω) ≤ c

N∑
`=1

h2
`‖∇yd‖2

H1(τ`)
≤ ch2

max‖yd‖2
H1

0 (Ω), (4.61)

which we can interpolate with (4.58). But since hmax does not necessarly tend to zero
in an adaptive refinement routine, this does not give a meaningful result. Another
approach is based on the observation that

‖y‖H1
0 (Ω),% :=

∫
Ω

%(x)|∇y(x)|2 dx

defines an equivalent norm on H1
0 (Ω), as 0 < % ≤ %(x) ≤ % <∞ for all x ∈ Ω. Now,

consider the eigenfunctions φk ∈ H1
0 (Ω) of the boundary value problem

− div(%(x)∇φk(x)) = λk(%)φk(x), x ∈ Ω, φk(x) = 0, x ∈ ∂Ω.

If they are normalized, i.e., ‖φk‖L2(Ω) = 1 they form an orthonormal basis in L2(Ω)
and the eigenvalues fulfill 0 < λ0(%) ≤ λ1(%) ≤ . . . and λk(%) → ∞ for k → ∞.
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Thus, each y ∈ L2(Ω) admits the representation

y(x) =
∞∑
k=0

ykφk(x), where yk =

∫
Ω

y(x)φk(x) dx.

With this we easily compute for y ∈ H1
0 (Ω)

‖y‖2
L2(Ω) =

∞∑
k=0

|yk|2 and ‖y‖2
H1

0 (Ω),% =
∞∑
k=0

λk(%)|yk|2

and we can define the interpolation norm

‖y‖2
Hs

0(Ω),% =
∞∑
k=0

λk(%)s|yk|2,

which defines an equivalent norm on Hs
0(Ω) for all s ∈ [0, 1]. Then, interpolating

(4.58) and (4.59) gives

‖y%h − yd‖L2(Ω) ≤ ‖yd‖Hs
0(Ω),% =

√√√√ ∞∑
k=0

λk(%)s|yd,k|2, yd,k =

∫
Ω

yd(x)φk(x) dx.

The explicit dependence on % now depends on the eigenvalues, which depend on the
geometry of the domain Ω.

Numerical results

Using the fe-isomorphism RM 3 y%h ↔ y%h ∈ Yh = S1
h(Th) ∩ H1

0 (Ω), the discrete
variational formulation (4.56) is equivalent to the linear system of equations

(K%h +Mh)y%h = ydh, (4.62)

where the stiffness matrix and the mass matrix are given as

K%h[i, j] =

∫
Ω

%(x)∇ϕ1
j(x)·∇ϕ1

i (x) dx and Mh[i, j] =

∫
Ω

ϕ1
j(x)ϕ1

i (x) dx, i, j = 1, . . . ,M

and the load vector has the entries

ydh[i] =

∫
Ω

yd(x)ϕ1
i (x) dx, i = 1, . . . ,M.

Using a Dörfler marking strategy with θ = 0.5, the results for an adaptive refinement
scheme are depicted in Figure 4.6, first, for %(x) = h2

min and secondly, for %(x) = h2
`

for x ∈ τ`. For the continuous targets yd,1 and yd,2, we see that the choice of % = h2
min
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Figure 4.6: Convergence rates of the diffusion regularization

gives an optimal order of quadratic convergence, i.e., the adaptive scheme resolves
the singularity for yd,2. For the discontinuous target, we only gain linear convergence.
This can be explained as follows, using a counting argument. Let the initial mesh
consist of N ∼ n2 elements, where n is approximately the number of elements in
each column/row, as depicted in Figure 4.7. In a uniform refinement scheme, we
refine each element, i.e., N = O(n2) elements in total. As the discontinuity of
yd,3 is just along the boundary of [0.25, 0.75]2, in order to regain the same order of
convergence, it is sufficient to refine all elements that touch this boundary. Hence,
in an adaptive scheme, in each step we will only refine O(n) = O(

√
N) elements,

but keep the same order of convergence. Note, that this is optimal, as we can not
refine less elements. Therefore, the adaptive scheme will produce approximately the
same error with only O(

√
N) of the elements compared with the uniform scheme.

Using the same counting argument one can prove that the convergence behavior
is dependent on the space dimension, as was observed in [74]. Furthermore, for
the choice %(x) = h2

` , ` = 1, . . . , N , we observe the same, optimal, order of linear
convergence, for the discontinuous target, while for the continuous targets, we see
diminished orders. This is in agreement with the theory, as we cannot prove a higher
order for a discontinuous function %(x), see Remark 4.14. In Table 4.1 the errors of
the adaptive and uniform refinement schemes are compared.

4.1.3 State and control constraints

In this section we will stick to the energy regularization in H−1(Ω), i.e., in terms of
the abstract theory we have

X = Y = H1
0 (Ω) and A = B = S = −∆ : H1

0 (Ω)→ H−1(Ω).

In this setting we consider the optimal control problem to minimize

J (y%, u%) =
1

2
‖yd − y%‖2

L2(Ω) +
%

2
‖u%‖2

H−1(Ω) (4.63)
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a) Initial mesh N = 128 b) yd,1, N = 33103 c) yd,3, N = 20340

Figure 4.7: Initial mesh and adaptively refined meshes for the target functions yd,1
and yd,3.

Adaptive Uniform
# DoFs ‖y%h,3 − yd,3‖L2(Ω) # DoFs ‖y%h,3 − yd,3‖L2(Ω)

49 2.33419e−1 49 2.33419e−1
119 1.66761e−1 225 1.65100e−1
275 1.17046e−1 961 1.16764e−1
587 8.25631e−2 3, 969 8.25719e−2

1, 219 5.81065e−2 16, 129 5.83897e−2
2, 491 4.09238e−2 65, 025 4.12886e−2
5, 043 2.88572e−2 261, 121 2.91958e−2

10, 155 2.03690e−2 1, 046, 529 2.06447e−2
20, 387 1.43876e−2
40, 859 1.01671e−2
81, 811 7.18661e−3

1630723 5.08065e−3
327, 555 3.59215e−3

Table 4.1: Comparison of the errors of the adaptive refinement scheme solving (4.62)
with %(x) = h2

` for x ∈ τ` and the uniform refinement scheme (4.37) for
% = h2 for the discontinuous target yd,3.

subject to
−∆y% = u% in Ω and y% = 0 on ∂Ω (4.64)

and subject to either state constraints

g−(x) ≤ y%(x) ≤ g+(x) for x ∈ Ω,

where g± : Ω → R, which fulfill g−(x) ≤ 0 ≤ g+(x), or subject to control con-
straints

〈h−, q〉L2(Ω) ≤ 〈u%, q〉Ω ≤ 〈h+, q〉L2(Ω) for all q ∈ H1
0 (Ω), q(x) ≥ 0, x ∈ Ω,
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for given h± : Ω→ R for which h−(x) ≤ 0 ≤ h+(x), x ∈ Ω holds. The incorporation
of state constraints in this setting was studied in [55], while state and control con-
straints are given in [50], where the analysis is trimmed to fit to the Poisson equation.
In the following, we will cast this problem into the abstract framework of Section
3.2. Starting with state constraints, we derive regularization and discretization error
estimates. Moreover, we will consider control constraints and, in the end, state and
control constraints, and redo the same steps. The theory will be complemented by
several numerical examples.

State constraints

In this case we want to find the minimizer

y% ∈ Ks := {z ∈ H1
0 (Ω) : g−(x) ≤ z(x) ≤ g+(x) for a.a. x ∈ Ω},

of (4.63)-(4.64), for given functions g± ∈ H1
0 (Ω) for which we assume that g−(x) ≤

0 ≤ g+(x) for a.a. x ∈ Ω and additionally ∆g± ∈ L2(Ω). Using the relation
‖u%‖H−1(Ω) = ‖∇y%‖L2(Ω) we can consider the reduced cost functional

J̃ (y%) =
1

2
‖y% − yd‖2

L2(Ω) +
%

2
‖∇y%‖2

L2(Ω)

and the problem is equivalent to find y% ∈ Ks such that

J̃ (y%) ≤ J̃ (z) for all z ∈ Ks,

which is exactly (3.47). Thus, by (3.48) the minimizer is characterized as the unique
solution y% ∈ Ks of the variational inequality

%〈∇y%,∇(z − y%)〉L2(Ω) + 〈y%, z − y%〉L2(Ω) ≥ 〈yd, z − y%〉L2(Ω) for all z ∈ Ks. (4.65)

By Lemma 3.23 we get the following regularization error estimates.

Lemma 4.16 ([50, cf Lemma 2.1]). Let yd ∈ L2(Ω) be given. For the unique solution
y% ∈ Ks of (4.65) there holds

‖y% − yd‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.66)

Further, if yd ∈ Ks, then

‖y% − yd‖L2(Ω) ≤
√
%‖∇yd‖L2(Ω) and ‖∇(y% − yd)‖L2(Ω) ≤ ‖∇yd‖L2(Ω). (4.67)

If in addition ∆yd ∈ L2(Ω) it holds

‖y% − yd‖L2(Ω) ≤ %‖∆yd‖L2(Ω) and ‖∇(y% − yd)‖L2(Ω) ≤
√
%‖∆yd‖L2(Ω). (4.68)
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To get grip on the constraints in the numerical treatment later on, we need an
indicator that specifies whether the computed state fulfills the constraints or not.
This indicator should be easy to realize such that the conditions can be checked
efficiently. Therefore, let us introduce the auxiliary variable λ := −%∆y% + y% − yd ∈
H−1(Ω), which by (4.65), satisfies

〈λ, z − y%〉L2(Ω) ≥ 0, for all z ∈ Ks.

Note, that by Lemma 3.24 the unique solution y% ∈ Ks satisfies ∆y% ∈ L2(Ω), which
implies λ ∈ L2(Ω) and pointwise a.e. evaluation is well-defined. Let us introduce the
sets, where the constraints are fulfilled exactly, i.e.,

Ωs,± := {x ∈ Ω : y%(x) = g±(x)}.

Then, the complementarity conditions of (3.62) transfer as follows:

λ = 0, g− < y% < g+, on Ω \ Ωs,±,

λ ≥ 0, y% = g−, on Ωs,−, (4.69)
λ ≤ 0, y% = g+, on Ωs,+.

Discretization

As in the case without constraints, we assume that Ω ⊂ Rd, d = 1, 2, 3, is a bounded
and convex Lipschitz domain, which is polygonally (d = 2) or polyhedrally (d = 3)
bounded and we consider the trial space Yh = S1

h(Th)∩H1
0 (Ω) of globally continuous,

piecewise linear functions defined on an admissible and shape regular decomposition
Th = {τ`}N`=1. In order to get a good discrete approximation of the set of state
constraints Ks, let us consider

Ksh :=
{
zh ∈ Yh : Ihg−(x) ≤ zh(x) ≤ Ihg+(x), for all x ∈ Ω

}
,

where Ih : C(Ω)→ Yh denotes the nodal interpolation operator, defined as

Ihv(x) :=
M∑
k=1

v(xk)ϕ
1
k(x), x ∈ Ω,

and {xk}Mk=1 denote the vertices of Th. Note, since Ω is convex and we assumed
∆g± ∈ L2(Ω), we actually have that g± ∈ H2(Ω) ⊂ C(Ω), see, e.g., [30, 59] and Ihg±
is well-defined. The discrete variational formulation is then to find y%h ∈ Ksh such
that

%〈∇y%h,∇(zh− y%h)〉L2(Ω) + 〈y%h, zh− y%h〉L2(Ω) ≥ 〈yd, zh− y%h〉L2(Ω) for all zh ∈ Ksh,
(4.70)

which is uniquely solvable by Theorem 2.7 and the following error estimates follow
out directly from Theorem 3.31 in the abstract setting.
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Theorem 4.17. Let y%h ∈ Ksh denote the unique solution of (4.70). If yd ∈ L2(Ω)
then

‖yd − y%h‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.71)

If in addition yd ∈ Ks such that ∆yd ∈ L2(Ω) then there holds

‖yd − y%h‖L2(Ω) ≤ c
(
%‖∆yd‖L2(Ω) + %‖∆g±‖L2(Ω) (4.72)

+ inf
zh∈Ksh

[
%‖∇(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
and

√
%‖∇(yd − y%h)‖L2(Ω) ≤ c

(
%‖∆yd‖L2(Ω) + %‖∆g±‖L2(Ω) (4.73)

+ inf
zh∈Ksh

[
%‖∇(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
.

We can now state the main theorem of this section, revealing the optimal choice
% = h2, as in the unconstrained case.

Theorem 4.18 ([50, cf Corollary 3.3]). Let y%h ∈ Ksh denote the unique solution of
(4.70) and let yd ∈ Ks ∩Hr(Ω) for r ∈ (1, 2] or yd ∈ Hr

0(Ω) for r ∈ [0, 1], where we
additionally assume g−(x) ≤ yd(x) ≤ g+(x) for a.a. x ∈ Ω. If % = h2 then

‖yd − y%h‖L2(Ω) ≤ chr(‖yd‖Hr(Ω) + ‖g±‖Hr(Ω)).

Proof. Let us first assume that yd ∈ Ks ∩H2(Ω) ⊂ C(Ω). Then the nodal interpola-
tion Ihyd ∈ Yh is well defined and obviously Ihyd ∈ Ksh. With the interpolation error
estimates of Theorem 2.28 it holds

inf
zh∈Ksh

‖yd − zh‖L2(Ω) ≤ ‖yd − Ihyd‖L2(Ω) ≤ ch2‖yd‖H2(Ω)

and
inf

zh∈Ksh
‖∇(yd − zh)‖L2(Ω) ≤ ‖∇(yd − Ihyd)‖L2(Ω) ≤ ch‖yd‖H2(Ω).

Thus, with % = h2 estimate (4.72) becomes

‖yd − y%h‖L2(Ω) ≤ c
(
h2‖∆yd‖L2(Ω) + h2‖∆g±‖L2(Ω) +

[
h2h2 + h4

]1/2‖yd‖H2(Ω)

)
≤ h2

(
‖yd‖H2(Ω) + ‖g±‖H2(Ω)

)
.

Interpolating this estimate with (4.71) gives the desired result.
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Numerical results

Using the fe-isomorphism the variational formulation (4.70) is equivalent to find
Ksh 3 y%h ↔ y%h ∈ RM such that

%(Khy%h, zh − y%h)2 + (Mhy%h, zh − y%h)2 ≥ (ydh, zh − y%h)2, (4.74)

for all Ksh 3 zh ↔ zh ∈ RM , where the stiffness and mass matrices are given as

Kh[i, j] =

∫
Ω

∇ϕ1
j(x)·∇ϕ1

i (x) dx and Mh[i, j] =

∫
Ω

ϕ1
j(x)ϕ1

i (x) dx, i, j = 1, . . . ,M

and the load vector admits the entries

ydh[i] =

∫
Ω

yd(x)ϕ1
i (x) dx, i = 1, . . . ,M.

To incorporate the constraints, we define the auxiliary variable

λh := %Khy%h +Mhy%h − ydh,

as in the continuous case. Further, let the set of active nodes be defined as

As,± := {k = 1, . . . ,M : y%h[k] = g±(xk)}. (4.75)

Then we conclude, analogously to the continuous case, the discrete complementarity
conditions

λh[k] = 0, g−(xk) < y%h[k] < g+(xk), for k 6∈ As,±,
λh[k] ≥ 0, y%h[k] = g−(xk), for k ∈ As,−, (4.76)
λh[k] ≤ 0, y%h[k] = g+(xk), for k ∈ As,+.

These are equivalent to

λh[k] = min{0,λh[k] + α(g+h[k]− y%h[k])}+ max{0,λh[k] + α(g−h[k]− y%h[k])},

for some α > 0 and Yh 3 Ihg± ↔ g±h ∈ RM . We introduce the functions

F1(y%h,λh) = %Khy%h +Mhy%h − λh − yd

and

F2(y%h,λh) = λh −min{0,λh[k] + α(g+h[k]− y%h[k])}
−max{0,λh[k] + α(g−h[k]− y%h[k])}.
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Now, in order to compute a solution of (4.74), we want to find the roots of those
functions simultaneously, i.e., we have to solve the system of (non-)linear equations

F(y%h,λh) :=

(
F1(y%h,λh)
F2(y%h,λh)

)
=

(
0h
0h

)
. (4.77)

This can be done applying a semi-smooth Newton algorithm, see, e.g., [64]. Therefore,
we successively compute the iterates(

ym+1
%h

λm+1
h

)
=

(
ym%h
λmh

)
−
(
DF(ym%h,λ

m
h )
)−1F(ym%h,λ

m
h ), (4.78)

where the Jacobian is given as

DF(vh,µh) =

(
%Kh +Mh −I

αL′(g±h,vh,µh) I − L′(g±h,vh,µh)

)
. (4.79)

The diagonal entries of the diagonal matrices

L′(g±h,vh,µh) := L′min(g+h,vh,µh) + L′max(g−h,vh,µh),

are given as

L′min(g+h,vh,µh) = diag
(
`′min

(
µh[k] + α [g+h[k]− vh[k]]

))
,

L′max(g−h,vh,µh) = diag
(
`′max

(
µh[k] + α [g−h[k]− vh[k]]

))
,

with the slant derivatives of the functions `min(z) = min{0, z} and `max(z) = max{0, z}
defined by

`′min(z) =

{
1, z < 0,

0, z ≥ 0,
and `′max(z) =

{
0, z ≤ 0,

1, z > 0.

Rewriting the system (4.78) gives

DF(ym%h,λ
m
h )

(
ym%h − ym+1

%h

λmh − λm+1
h

)
= F(ym%h,µ

m
h ). (4.80)

And with the definition of the Jacobian from the first line we get

(%Kh +Mh)(ym%h − ym+1
%h )− λmh + λm+1

h = (%Kh +Mh)ym%h − λmh − ydh,

from which we conclude

(%Kh +Mh)ym+1
%h − λm+1

h = ydh.
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With

zm+,k := λh[k]m + α [g+h − ym%h[k]] and zm−,k := λh[k]m + α [g−h − ym%h[k]],

the second line reads, componentwise,

α[`′min(zm+,k) + `′max(zm−,k)](y
m
%h[k]− ym+1

%h [k]) + λmh [k]− λm+1
h [k]

−[`′min(zm+,k)) + `′max(zm−,k)](λ
m
h [k]− λm+1

h [k]) (4.81)
= λmh [k]−min{0, zm+,k} −max{0, zm−,k}.

We distinguish the following three cases.

(i) zm+,k ≥ 0 and zm−,k ≤ 0 : Then, `′min(zm+,k) = `′max(z
m
−,k) = 0, and from (4.81) we

compute
λm+1
h [k] = 0.

(ii) zm−,k > 0 : From this we get λmh [k] > α [ym%h[k]− g−(xk)] and we compute

λmh [k] + α [g+(xk)− ym%h[k]] > α [ym%h[k]− g−(xk) + g+(xk)− ym%h[k]]

= α [g+(xk)− g−(xk)] > 0,

i.e., zm+,k > 0. Therefore, `′min(zm+,k) = 0 and `′max(zm−,k) = 1, and we get from
(4.81) that

ym+1
%h [k] = g−(xk).

(iii) zm+,k < 0 : Then, as in the second case, we compute zm−,k < 0 to get `′min(zm+,k) = 1,
`′max(zm−,k) = 0, and thus (4.81) becomes

ym+1
%h [k] = g+(xk).

Therefore we see, that the iterates of the semi-smooth Newton method (4.78) fulfill
the active set strategy as given in Algorithm 1.

To support our theoretical results, we will consider the domain Ω = (0, 1)2 and the
target functions ycd,i ∈ C∞(Ω) ∩H1

0 (Ω), i = 1, 2, given as

ycd,1(x, y) = sin(πx) sin(πy),

and

ycd,2(x, y) = Hk(x)Hk(y), where Hk(s) =
1

1 + e−k(s−0.25)
− 1

1 + e−k(s−0.75)
,
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Algorithm 1 Active set algorithm [64]

Require: Initial values y0
h,λ

0
h

(a) m = 0
(b) Set

zm+,k = λmh [k] + α [g+(xk)− ymh [k]] and zm−,k = λmh [k] + α [g−(xk)− ymh [k]]

while stop criterion is not fulfilled do
(i) Set

Im = {k : zm+,k ≥ 0, zm−,k ≤ 0}, Am− = {k : zm−,k > 0}, Am+ = {k : zm+,k < 0}

(ii) Solve

(%Kh +Mh)ym+1
h − λm+1 = ydh,

ym+1
h [k] = g±(xk), k ∈ Am± ,

λm+1
h [k] = 0, k ∈ Im.

(iii) m = m+ 1
end while

a) ycd,1 b) ycd,2 c) ycd,3

d) u1 = −∆ycd,1 e) u2 = −∆ycd,2

Figure 4.8: Target functions and controls uj = −∆ycd,j, j = 1, 2.
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for k = 40, see Figure 4.8, for which we can compute ui = −∆ycd,i analytically. We
also consider the discontinuous target ycd,3 := limk→∞ ycd,2 ∈ H1/2−ε(Ω), ε > 0, for
which we cannot compute the control analytically, given as

ycd,3(x, y) =

{
1, (x, y) ∈ (0.25, 0.75)2,

0, else.

We consider the upper and lower constraints g± given by

g−(x) ≡ 0, g+(x) = 0.5 · ycd,1(x),

which are incorporated by solving the system (4.78) successively, with % = h2 and
initial guess

y0
%h = (h2Kh +Mh)

−1ycd,h ∈ RM and λ0
h = 0h.

As a stopping criterion we choose the maximal absolute error in each node, i.e., we
stop if

tols := max{tols,+, tols,−} < 10−5, (4.82)

where

tols,+ := max
{k:y%h[k]>g+(xk)}

|y%h[k]− g+(xk)|,

tols,− := max
{k:y%h[k]<g−(xk)}

|y%h[k]− g−(xk)|.

To reconstruct the control, we apply the method discussed in Section 4.1.1, i.e., we
solve (4.50). The results are depicted in Figure 4.9.

Control constraints

In this case we want to find the minimizer y% ∈ H1
0 (Ω) of (4.63)-(4.64) such that

u% = −∆y% ∈ Uc, with

Uc :=
{
v ∈ H−1(Ω) : 〈h−, q〉L2(Ω) ≤ 〈v, q〉Ω ≤ 〈h+, q〉L2(Ω) ∀q ∈ H1

0 (Ω), q ≥ 0
}
,

where h± ∈ L2(Ω) are given, and we assume h−(x) ≤ 0 ≤ h+(x) for a.a. x ∈ Ω. Let
us define B := −∆ : H1

0 (Ω)→ H−1(Ω) and recall that B defines an isomorphism, see
Lemma 4.1. Then, with y% = B−1u%, we can introduce the reduced cost functional

Ĵ (u%) =
1

2
‖B−1u% − yd‖2

L2(Ω) +
%

2
‖u%‖2

H−1(Ω)
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a) ycd,1 b) ycd,2 c) ycd,3

d) y%h,1, g± e) y%h,2, g± f) y%h,3, g±

g) u%H,1, g± h) u%H,2, g± i) u%H,3, g±

Figure 4.9: Targets ycd,i, computed constrained states y%h,i, = 1, 2, 3 on a mesh with
N = 32768 elements and M = 16129 DoFs with constraints g± and
reconstruction of the controls u%H,i on a mesh with NH = 2048 elements.
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and the problem is to find the minimizer u% ∈ Uc that fulfills

Ĵ (u%) ≤ Ĵ (v) for all v ∈ Uc.

This is exactly (3.50) and thus the minimizer is characterized as unique solution
u% ∈ Uc of the variational inequality

〈(B−1)∗(B−1u% − yd), v − u%〉Ω + %〈B−1u%, v − u%〉Ω ≥ 0 for all v ∈ Uc.

Using the property that B is an isomorphism again, we can as well consider the set
Kc = B−1(Uc) and with the relations y% = B−1u% ∈ Kc and z = B−1v ∈ Kc, the
problem now becomes to find y% ∈ Kc such that

〈y% − yd, z − y%〉L2(Ω) + %〈∇y%,∇(z − y%)〉L2(Ω) ≥ 0 for all z ∈ Kc. (4.83)

Now we observe that (4.83) is exactly (4.65), but with a different set of constraints,
i.e., Kc instead of Ks. So, the regularization error estimates of Lemma 4.16 remain
valid, when replacing Ks by Kc at every occurence.

As in the case of state constraints, we need to derive complementarity conditions,
to get grip on the constraints in the numerical treatment later on. Therefore, we
introduce the auxiliary variable wλ ∈ H1

0 (Ω) as unique solution of

−∆wλ = λ = −%∆y% + y% − yd in Ω, wλ = 0 on ∂Ω.

In variational form this reads to find wλ ∈ H1
0 (Ω) such that

〈∇wλ,∇z〉L2(Ω) = %〈∇y%,∇z〉L2(Ω) + 〈y% − yd, z〉L2(Ω) for all z ∈ H1
0 (Ω)

and in view of the variational inequality (4.83), we see that

0 ≤ 〈λ, z − y%〉Ω = 〈−∆wλ, z − y%〉Ω = 〈∇wλ,∇(z − y%)〉L2(Ω) for all z ∈ Kc.

If yd ∈ L2(Ω), by Lemma 3.24 we have that −∆wλ = λ ∈ L2(Ω) and in particular
u% = −∆y% ∈ L2(Ω). Therefore, we can consider the sets

Ωc,± := {x ∈ Ω : u%(x) = h±(x)},

where the constraints are fulfilled with equality and by (3.64) we conclude comple-
mentarity conditions

wλ = 0, h− < u% < h+, on Ω \ Ωc,±,

wλ ≥ 0, u% = h−, on Ωc,−, (4.84)
wλ ≤ 0, u% = h+, on Ωc,+.
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Discretization

Since the continuous variational inequalities for state constraints (4.65) and control
constraints (4.83) are equal, up to the set of constraints, the only difference in the
discretization of control constraints is the definition of a suitable set Kch ⊂ Yh =
S1
h(Th) ∩ H1

0 (Ω), that yields a good approximation of the set Kc. We therefore
consider the set

Kch :=
{
zh ∈ Yh : 〈h−, qh〉L2(Ω) ≤ 〈∇zh,∇qh〉L2(Ω) ≤ 〈h+, qh〉L2(Ω), ∀qh ∈ Yh, qh ≥ 0

}
.

As in the case of state constraints, the discrete variational formulation is to find
y%h ∈ Kch such that

%〈∇y%h,∇(zh− y%h)〉L2(Ω) + 〈y%h, zh− y%h〉L2(Ω) ≥ 〈yd, zh− y%h〉L2(Ω) for all zh ∈ Kch,
(4.85)

which is uniquely solvable by Theorem 2.7. Error estimates follow from Theorem
3.31 and Remark 3.28.

Theorem 4.19. Let y%h ∈ Kch denote the unique solution of (4.85). If yd ∈ L2(Ω)
then

‖yd − y%h‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.86)

If in addition yd ∈ Kc such that ∆yd ∈ L2(Ω) then there holds

‖yd − y%h‖L2(Ω) ≤ c
(
%‖∆yd‖L2(Ω) + %‖h±‖L2(Ω) (4.87)

+ inf
zh∈Kch

[
%‖∇(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
and

√
%‖∇(yd − y%h)‖L2(Ω) ≤ c

(
%‖∆yd‖L2(Ω) + %‖h±‖L2(Ω) (4.88)

+ inf
zh∈Kch

[
%‖∇(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
.

The main theorem of this section is again an error estimate linking the regularity if
the target and the regularization parameter, which gives the optimal choice % = h2.

Theorem 4.20 ([50, cf Theorem 3.4]). Let y%h ∈ Kch denote the unique solution of
(4.85) and let yd ∈ Kc ∩H2(Ω). If % = h2 then

‖yd − y%h‖L2(Ω) + h‖∇(yd − y%h)‖L2(Ω) ≤ ch2(‖yd‖H2(Ω) + ‖h±‖L2(Ω)).
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Proof. Let yd ∈ Kc∩H2(Ω) and consider the H1-projection P 1
h : H1

0 (Ω)→ Yh defined
as

〈∇(P 1
hy),∇qh〉L2(Ω) = 〈∇y,∇qh〉L2(Ω) for all qh ∈ Yh.

In particular, considering P 1
hyd ∈ Yh, we have that

〈∇yd,∇qh〉L2(Ω) = 〈∇(P 1
hyd),∇qh〉L2(Ω) for all qh ∈ Yh, qh ≥ 0,

from which P 1
hyd ∈ Kch follows. Thus, by the approximation property, see Theorem

2.36, we first have that

‖∇(yd − P 1
hyd)‖L2(Ω) ≤ ch‖yd‖H2(Ω).

To get an error estimate for the L2(Ω)-norm, let us introduce the auxiliary problem
to find e ∈ H1

0 (Ω) such that

〈∇e,∇v〉L2(Ω) = 〈yd − P 1
hyd, v〉L2(Ω) for all v ∈ H1

0 (Ω).

By the assumption that Ω is convex, using elliptic regularity, see, e.g., [30, 59], we
have e ∈ H2(Ω) and

‖e‖H2(Ω) ≤ c‖∆e‖L2(Ω) = c‖yd − P 1
hyd‖L2(Ω).

Using the Galerkin orthogonality 〈∇(yd − P 1
hyd),∇qh〉L2(Ω) = 0 for all qh ∈ Yh, we

can now estimate

‖yd − P 1
hyd‖2

L2(Ω) = 〈yd − P 1
hyd, yd − P 1

hyd〉L2(Ω)

= 〈∇e,∇(yd − P 1
hyd)〉L2(Ω)

= 〈∇(e− P 1
he),∇(yd − P 1

hyd)〉L2(Ω)

≤ ‖∇(e− P 1
he)‖L2(Ω)‖∇(yd − P 1

hyd)‖L2(Ω)

≤ ch‖e‖H2(Ω)ch‖yd‖H2(Ω)

≤ ch2‖yd − P 1
hyd‖L2(Ω)‖yd‖H2(Ω),

i.e., ‖yd − P 1
hyd‖L2(Ω) ≤ ch2‖yd‖H2(Ω). Now, with % = h2 we get

inf
zh∈Kch

[h2‖∇(yd − zh)‖2
L2(Ω) + ‖yd − zh‖2

L2(Ω)]

≤ h2‖∇(yd − P 1
hyd)‖2

L2(Ω) + ‖yd − P 1
hyd‖2

L2(Ω)

≤ ch4‖yd‖H2(Ω)

and estimate (4.87) becomes

‖yd − y%h‖L2(Ω) ≤ c
(
h2‖∆yd‖L2(Ω) + h2‖h±‖L2(Ω) + h2‖yd‖H2(Ω)

)
≤ ch2

(
‖yd‖H2(Ω) + ‖h±‖L2(Ω)

)
,

whereas in the same fashion the estimate (4.88) becomes

h‖∇(yd − y%h)‖L2(Ω) ≤ ch2
(
‖yd‖H2(Ω) + ‖h±‖L2(Ω)

)
.
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Numerical results

As in the case of state constraints, using the fe-isomorphism, the solution of (4.85)
Kch 3 y%h ↔ y%h ∈ RM has to fulfill

%(Khy%h, zh − y%h)2 + (Mhy%h, zh − y%h)2 ≥ (ydh, zh − y%h)2, (4.89)

for all Kch 3 zh ↔ zh ∈ RM . To incorporate the constraints, we will consider the
auxiliary variable wλ,h ∈ RM solving

Khwλ,h = %Khy%h +Mhy%h − ydh.

Introducing the set of active nodes as

Ac,± := {k = 1, . . . ,M : (Khy%h)[k] = h±h[k]},

where the entries of h±h ∈ RM are given as

h±[k] =

∫
Ω

h±(x)ϕ1
k(x) dx, k = 1, . . . ,M,

we can conclude the discrete complementarity conditions

wλh[k] = 0, h−h[k] < (Khy%h)[k] < h+h[k], for k 6∈ Ac,±,
wλh[k] ≥ 0, (Khy%h)[k] = h−h[k], for k ∈ Ac,−, (4.90)
wλh[k] ≤ 0, (Khy%h)[k] = h+h[k], for k ∈ Ac,+.

as in the continuous case. These are equivalent to

wλh[k] = min{0,wλh[k]+α(hh+−(Khy%h)[k])}+max{0,wλh[k]+α(hh−−(Khy%h)[k])},

for some α > 0. Thus, we want to find the roots of the functions

F̃1(y%h,wλh) = %Khy%h +Mhy%h −Khwλh − ydh

and

F̃2(y%h,wλh) = wλh − min{0,wλh[k] + α(hh+[k]− (Khy%h)[k])}
− max{0,wλh[k] + α(hh−[k]− (Khy%h)[k])}

simultaneously. As in the case of state constraints, this can be achieved by applying
a semi-smooth Newton method, i.e., we compute the iterates(

ym+1
%h

wm+1
λh

)
=

(
ym%h
wm
λh

)
−
(
DF̃(ym%h,w

m
λh)
)−1F̃(ym%h,w

m
λh),
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where the Jacobian of

F̃(y%h,wλh) =

(
F̃1(y%h,wλh)

F̃2(y%h,wλh)

)
is given as

DF̃(vh,wh) =

(
%Kh +Mh −Kh

αL′(h±h, Khvh,wh)Kh I − L′(h±h, Khvh,wh)

)
.

We consider the target functions ycd,i, i = 1, 2, 3, again, but now the constraints on
the control h(j)

± given by

h
(1)
− (x, y) ≡ 0, and h

(1)
+ (x, y) = min{max{u1(x, y), 0}, 10}

and
h

(2)
− (x, y) ≡ 0 and h

(2)
+ (x, y) = 1000 · ycd,2(x, y).

We choose % = h2 and the initial guesses

y0
%h = (h2Kh +Mh)

−1ycd,h ∈ RM and w0
λh = 0h.

As a stopping criterion we choose the maximal absolute error in each node, i.e., we
stop if

tolc := max{tolc,+, tolc,−} < 10−5, (4.91)

where

tolc,+ := max
{k:(Khy%h)[k]>h+h[k]}

|(Khy%h)[k]− h+h[k]|,

tolc,− := max
{k:(Khy%h)[k]<h−h[k]}

|(Khy%h)[k]− h−h[k]|.

To reconstruct the control, we apply the method discussed in Section 4.1.1, i.e., we
solve (4.50). The results are depicted in Figure 4.10.

State and control constraints

We saw that on the continuous level, the variational inequalities (4.65) and (4.83) to
incorporate constraints, had the form to find y% ∈ K such that

%〈∇y%,∇(z − y%)〉L2(Ω) + 〈y%, z − y%〉L2(Ω) ≥ 〈yd, z − y%〉 for all z ∈ K,

where K ⊂ H1
0 (Ω) is a convex set, i.e., K = Ks in the case of state constraints

and K = Kc in the case of control constraints. Thus, at this point it is easy to
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a) ycd,1 b) ycd,2 c) ycd,3

d) y%h,1, h
(1)
± e) y%h,2, h

(2)
± f) y%h,3, h

(2)
±

g) u%H,1, h
(1)
± h) u%H,2, h

(2)
± i) u%H,3, h

(2)
±

Figure 4.10: Targets ycd,i, computed states y%h,i, = 1, 2, 3 on a mesh with N = 32768

elements and M = 16129 DoFs with constraints h(j)
± and reconstruction

of the controls u%H,i on a mesh with NH = 2048 elements.
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incorporate both constraints at once, by choosingK = Ks∩Kc, which is again convex
as an intersection of convex sets. Furthermore, the regularization error estimates of
Lemma 4.16 stay valid, when replacing Ks by Ks ∩Kc. For a discretization, we will
consider the discretized version, to find y%h ∈ Kh := Ksh ∩Kch such that

%〈∇y%h,∇(zh − y%h)〉L2(Ω) + 〈y%h, zh − y%h〉L2(Ω) ≥ 〈yd, zh − y%h〉 for all zh ∈ Kh.
(4.92)

Note, that the discretization error estimates of Theorem 3.31 transfer to the follow-
ing.

Theorem 4.21. Let y%h ∈ Kh denote the unique solution of (4.92). If yd ∈ L2(Ω)
then

‖yd − y%h‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.93)

If in addition yd ∈ K = Ks ∩Kc such that ∆yd ∈ L2(Ω) then there holds

‖yd − y%h‖L2(Ω) ≤ c
(
%‖∆yd‖L2(Ω) + %‖∆g±‖L2(Ω) + %‖h±‖L2(Ω) (4.94)

+ inf
zh∈Kh

[
%‖∇(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
and
√
%‖∇(yd − y%h)‖L2(Ω) ≤ c

(
%‖∆yd‖L2(Ω) + %‖∆g±‖L2(Ω) + %‖h±‖L2(Ω) (4.95)

+ inf
zh∈Kh

[
%‖∇(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
.

Using the fe-isomorphism, (4.92) is again equivalent to the system to findKh 3 y%h ↔
y%h ∈ RM solving

%(Khy%h, zh − y%h)2 + (Mhy%h, zh − y%h)2 ≥ (ydh, zh − y%h)2 (4.96)

for all Kh 3 zh ↔ zh ∈ RM . Firstly, to incorporate the state constraints, we
additionally add the Lagrange multiplier λh ∈ RM solving

λh = %Khy%h +Mhy%h − ydh (4.97)

and fulfilling the complementarity conditions (4.76), i.e,

λh[k] = min{0,λh[k] + α(g+(xk)− y%h[k])}+ max{0,λh[k] + α(g−(xk)− y%h[k])}.

Secondly, to fulfill the control constraints, we add the Lagrange multiplier wλh ∈ RM

that solves
Khwλh = %Khy%h +Mhy%h − ydh (4.98)
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and fulfills the complementarity conditions (4.90), which are equivalent to

wλh[k] = min{0,wλh[k] + α(hh+[k]− (Khy%h)[k])}
+ max{0,wλh[k] + α(hh−[k]− (Khy%h)[k])}.

Now, using that Khwλh = λh, we want to find the roots of the function

F̂(y%h,wλh) =

(
F̂1(y%h,wλh)

F̂2(y%h,wλh)

)
,

where
F̂1(y%h,wλh) = %Khy%h +Mhy%h −Khwλh − ydh,

and

F̂2(y%h,wλh) = (Kh + βI)wλh

−min{0, (Khwλh)[k] + α(g+(xk)− y%h[k])}
−max{0, (Khwλh)[k] + α(g−(xk)− y%h[k])}

−β
(

min{0,wλh[k] + α(hh+ − (Khy%h)[k])}

−max{0,wλh[k] + α(hh− − (Khy%h)[k])}
)
,

where we introduce the parameter β > 0, to balance the relation between state and
control constraints. This can again be achieved, applying a semi-smooth Newton
method, with the Jacobian

DF̂(yh,wh) =

(
%Kh +Mh −Kh

α
(
L′(g±h) + βL′(h±h)Kh

) (
I − L′(g±h)

)
Kh + β

(
I − L′(h±h)

)) ,
where, for the sake of presentation, we used the notation

L′(g±h) = L′(g±h,yh,wh) and L′(h±h) = L′(h±h, Khyh,wh)

As a test example we consider ycd,1 with state constraints

ĝ−(x, y) ≡ 0 and ĝ+(x, y) = min{ycd,1(x, y), 0.5}

and the control constraints

ĥ−(x, y) ≡ 0 and ĥ+(x, y) = min{u1(x, y), 10},

which is solved by applying the semi-smooth Newton method, where we choose β ∈
{1, 80}. The algorithm stopped for β = 1 after 13 iterations with a tolerance of
tol = max{tols, tolc} = 6.103515e−04, , since after this point we do not see an
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a) ycd,1 b) y%h,1 c) y%h,1

d) u1 e) u%H,1 f) u%H,1

g) u1 h) u%H,1 i) u%H,1
exact β = 1 β = 80

Figure 4.11: Target ycd,1, computed constrainted states y%h,1 on a mesh with N =
131072 elements and M = 65025 DoFs and reconstructed constrained
control u%H,1 on a mesh with NH = 8192 elements for different values of
β.
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improvement of the solution. For β = 80 we stopped after 14 iterations with a
tolerance of tol = max{tols, tolc} = 3.646019e−02. The results are depicted in
Figure 4.11 and show that we meet both constraints pretty well. While the state
constraints are met very well for both choices of β, the control constraints are more
accurate for the a larger choice of β. This might also explain the larger tolerance.

To conclude this section, let us summarize that both state and control constraints can
be casted in the setting of the energy regularization and efficient numerical methods
can be derived for their incorporation. We saw that state and control constraints
can be considered separately, as was done in [50], but also a simultaneous treatment
is possible. The numerical computation of solutions involves the application of a
semi-smooth Newton method. With this we inherit problems known from non-linear
problems, as, e.g., finding the global minima of functions. In the numerical treatment
we also observe that the behavior of solutions depends on the parameters involved
in the Newton scheme, in particular, α and β. This needs to be further studied, but
is far out of the scope of this work.

4.1.4 The energy regularization in L2(Ω)

Recall the model problem (4.1)-(4.2). In this section we will consider the space of the
control U = L2(Ω) for which the model problem now is to find y% ∈ Y minimizing

J (y%, u%) =
1

2
‖yd − y%‖2

L2(Ω) +
%

2
‖u%‖2

L2(Ω) (4.99)

subject to
−∆y% = u% in Ω and y% = 0 on ∂Ω, (4.100)

for given yd ∈ L2(Ω) and % > 0. The goal of this section is to cast this problem in
the abstract setting of the energy regularization and provide a rigorous finite element
analysis. In order to apply the abstract theory, we first have to meet the Assumptions
(B1)-(B3) and Assumptions (A1)-(A3) made on the operators B : Y → X∗ and
A : X → X∗ and the underlying spaces. Note, that by the choice U = L2(Ω) = X∗

we already fixed X = L2(Ω). Therefore, we can choose A = I : L2(Ω) → L2(Ω),
for which it is obvious that A is self-adjoint, bounded and elliptic, i.e., Assumptions
(A1)-(A3) are fulfilled. So, we need to find the appropriate space Y such that B :
Y → L2(Ω) defines an isomorphism. Let us recall the space

H1
∆(Ω) := {z ∈ H1

0 (Ω) : ∆z ∈ L2(Ω)}

defined in the proof of Theorem 4.4. We stress thatH1
∆(Ω) is a Hilbert-space endowed

with the inner product

〈y, z〉H1
∆(Ω) := 〈y, z〉H1

0 (Ω) + 〈∆y,∆z〉L2(Ω).
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Theorem 4.22. The operator B := −∆ : H1
∆(Ω) → L2(Ω) fulfills the Assumptions

(B1)-(B3), i.e., it is an isomorphism. In particular,

‖∆y‖L2(Ω) ' ‖y‖H1
∆(Ω)

defines an equivalent norm for all y ∈ H1
∆(Ω).

Proof. Let y ∈ H1
∆(Ω) be arbitrary but fixed. For the boundedness (B1) we compute

‖By‖2
L2(Ω) = ‖∆y‖2

L2(Ω) ≤ ‖y‖2
H1

0 (Ω) + ‖∆y‖2
L2(Ω) = ‖y‖2

H1
∆(Ω).

In order to show injectivity (B2), we first compute, using the Poincaré inequality,

〈∇y,∇y〉L2(Ω) = 〈−∆y, y〉L2(Ω) ≤ ‖∆y‖L2(Ω)‖y‖L2(Ω) ≤ cP‖∆y‖L2(Ω)‖∇y‖L2(Ω),

i.e., ‖y‖H1
0 (Ω) = ‖∇y‖L2(Ω) ≤ cP‖∆y‖L2(Ω). With this we further have that

‖y‖2
H1

∆(Ω) = ‖y‖2
H1

0 (Ω) + ‖∆y‖2
L2(Ω) ≤ (c2

P + 1)‖∆y‖2
L2(Ω),

and we conclude

sup
06=q∈L2(Ω)

〈−∆y, q〉L2(Ω)

‖q‖L2(Ω)

= ‖∆y‖L2(Ω) ≥
1√
c2
P + 1

‖y‖H1
∆(Ω).

To show the surjectivity (B3), let q ∈ L2(Ω) \ {0} be arbitrary but fixed. Let
yq ∈ H1

0 (Ω) denote the unique solution of

〈∇yq,∇ϕ〉L2(Ω) = 〈q, ϕ〉L2(Ω) for all ϕ ∈ H1
0 (Ω).

By density, we see that −∆yq = q ∈ L2(Ω) and thus yq ∈ H1
∆(Ω), which concludes

the proof.

With the preceding results, we can now apply the abstract theory, when choosing

H = X = L2(Ω) and Y = H1
∆(Ω)

and the operators

A = I : L2(Ω)→ L2(Ω) and B = −∆ : H1
∆(Ω)→ L2(Ω).

In this case the Schur-complement operator is then given as S := B∗A−1B = ∆2 :
H1

∆(Ω) → [H1
∆(Ω)]∗ and the minimizer y% ∈ H1

∆(Ω) is characterized as the unique
solution of the variational formulation (3.11), which reads

%〈∆y%,∆z〉L2(Ω) + 〈y%, z〉L2(Ω) = 〈yd, z〉L2(Ω) for all z ∈ H1
∆(Ω). (4.101)

The regularization error estimates can be transferred from Lemma 3.6.
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Lemma 4.23. Let yd ∈ L2(Ω) be given. For the unique solution y% ∈ H1
∆(Ω) of

(4.101) there holds

‖y% − yd‖L2(Ω) ≤ ‖yd‖L2(Ω).

Further, if yd ∈ H1
∆(Ω), then

‖y% − yd‖L2(Ω) ≤
√
%‖∆yd‖L2(Ω) and ‖∆(y% − yd)‖L2(Ω) ≤ ‖∆yd‖L2(Ω). (4.102)

Moreover, it holds
‖∆y%‖L2(Ω) ≤ ‖∆yd‖L2(Ω). (4.103)

At last, if yd ∈ H1
∆(Ω) such that ∆2yd ∈ L2(Ω) it holds

‖y% − yd‖L2(Ω) ≤ %‖∆2yd‖L2(Ω) and ‖∆(y% − yd)‖L2(Ω) ≤
√
%‖∆2yd‖L2(Ω), (4.104)

and, in this case we also have

‖∆2y%‖L2(Ω) ≤ ‖∆2yd‖L2(Ω). (4.105)

Using a space interpolation argument, we can derive the following regularization error
estimates.

Theorem 4.24 ([95, cf Theorem 4.1]). Let yd ∈ Hs
0(Ω) for s ∈ [0, 1] or yd ∈

H1
0 (Ω) ∩Hs(Ω) for s ∈ (1, 4]. Then

‖y% − yd‖L2(Ω) ≤ c%s/4‖yd‖Hs(Ω) for s ∈ [0, 4] (4.106)

and
‖∆(y% − yd)‖L2(Ω) ≤ c%(s−2)/4‖yd‖Hs(Ω) for s ∈ [2, 4]. (4.107)

Proof. Since we can estimate ‖∆yd‖L2(Ω) ≤ ‖yd‖H2(Ω) and ‖∆2yd‖L2(Ω) ≤ ‖yd‖H4(Ω),
this is a direct consequence of the regularization error estimates in Lemma 4.23 and
Theorem 2.14. We skip the details.

Before we discuss the discretization, let us give some remarks.

Remark 4.25. Instead of the variational formulation (4.101) we can also consider
the equivalent system, as derived in (3.10), to find (p%, y%) ∈ L2(Ω) × H1

∆(Ω) such
that

%−1〈p%, q〉L2(Ω)− 〈∆y%, q〉L2(Ω) = 0 for all q ∈ L2(Ω),

〈p%,∆z〉L2(Ω)+ 〈y%, z〉L2(Ω) = 〈yd, z〉L2(Ω), for all z ∈ H1
∆(Ω).

(4.108)
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Assuming that p%, q ∈ H1(Ω) we can apply integration by parts to get

%−1〈p%, q〉L2(Ω)+ 〈∇y%,∇q〉L2(Ω) = 〈n · ∇y%, q〉∂Ω,

−〈∇p%,∇z〉L2(Ω)+ 〈y%, z〉L2(Ω) = 〈yd, z〉L2(Ω) − 〈p%, n · ∇z〉∂Ω.

Now choosing discrete trial spaces Xh = Yh = S1
h(Th) ∩ H1

0 (Ω) we can aim to find
(p%h, y%h) ∈ Xh × Yh such that

%−1〈p%h, qh〉L2(Ω)+ 〈∇y%h,∇qh〉L2(Ω) = 0 for all qh ∈ Xh,

−〈∇p%h,∇zh〉L2(Ω)+ 〈y%h, zh〉L2(Ω) = 〈yd, zh〉L2(Ω) for all zh ∈ Yh,
(4.109)

which is exactly the system (4.38) we gained for the common L2-regularization. How-
ever, the derivation shows that this formulation implicitly assumes higher regularity
and Dirichlet boundary conditions on the adjoint state p% = %∆y% = −u% ∈ H1

0 (Ω),
and thus on the control.

Discretization

For the discretization, we want to stay with conforming discretization spaces, to be
able to apply the theory from the abstract setting. As mentioned in Remark 4.25
there is also mutual interest in the non-conforming setting, see, e.g., [75], where an
optimal nested iteration is built based on mass lumping techniques. An overview of
different discretization techniques is given in the survey by Brenner [17], where the
incorporation of state constraints in this setting is discussed as well. For the rest
of this subsection let us assume that Ω = [0, L1] × . . . × [0, Ld] ⊂ Rd, d = 1, 2, 3 is
a rectangle (d = 2) or a quad (d = 3). Since the domain is convex, it holds that
H1

∆(Ω) = H1
0 (Ω) ∩ H2(Ω), see, e.g., [30, 59]. As a conforming ansatz space we can

now use splines of second order, i.e., S2
h(Ω) := S2

h([0, L1]) ⊗ . . . ⊗ S2
h([0, Ld]) and

Yh := S2
h(Ω) ∩H1

0 (Ω) ⊂ H1
∆(Ω). The discrete variational formulation is then to find

y%h ∈ Yh such that

%〈∆y%h,∆zh〉L2(Ω) + 〈y%h, zh〉L2(Ω) = 〈yd, zh〉L2(Ω) for all zh ∈ Yh. (4.110)

This corresponds to the abstract discrete variational formulation (3.21) and transfer-
ring the results from Lemma 3.10 and best approximation error estimates by Theorem
3.11 we obtain unique solvability and the following finite element error estimates.

Theorem 4.26. Let yd ∈ L2(Ω). For the unique solution y%h ∈ Yh of (4.110) there
holds the error estimate

‖y%h − yd‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.111)

If additionally, yd ∈ H1
∆(Ω), there holds

‖y%h − yd‖L2(Ω) ≤ c
(√

%‖∆yd‖L2(Ω) (4.112)

+ inf
zh∈Yh

[
%‖∆(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
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and
√
%‖∆(y%h − yd)‖L2(Ω) ≤ c

(√
%‖∆yd‖L2(Ω) (4.113)

+ inf
zh∈Yh

[
%‖∆(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
.

Moreover, if yd ∈ H1
∆(Ω) and ∆2yd ∈ L2(Ω) we have the error estimates

‖y%h − yd‖L2(Ω) ≤ c
(
%‖∆2yd‖L2(Ω) (4.114)

+ inf
zh∈Yh

[
%‖∆(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
and
√
%‖∆(y%h − yd)‖L2(Ω) ≤ c

(
%‖∆2yd‖L2(Ω) (4.115)

+ inf
zh∈Yh

[
%‖∆(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]1/2)
.

Similar to the case of the energy regularization in H−1(Ω), we can now derive the
optimal choice of the regularization parameter % > 0 and error estimates in broken
Sobolev spaces using the best approximation properties.

Theorem 4.27. Let yd ∈ Hs
0(Ω) for s ∈ [0, 1] or yd ∈ H1

0 (Ω) ∩Hs(Ω) for s ∈ (1, 3].
If % = h4, then

‖y%h − yd‖L2(Ω) ≤ chs‖yd‖Hs(Ω) for all s ∈ [0, 3] (4.116)

and
‖∆(y%h − yd)‖L2(Ω) ≤ chs−1‖yd‖Hs(Ω) for all s ∈ [2, 3]. (4.117)

Proof. Our aim is to use a space interpolation argument, as in the proof of Theorem
4.6. Firstly, for yd ∈ L2(Ω) (4.111) gives

‖y%h − yd‖L2(Ω) ≤ ‖yd‖L2(Ω). (4.118)

Secondly, consider yd ∈ H1
0 (Ω) ∩H3(Ω). A triangle inequality first gives

‖y%h − yd‖L2(Ω) ≤ ‖y%h − y%‖L2(Ω) + ‖y% − yd‖L2(Ω).

We can estimate the second term by (4.106) as

‖y% − yd‖L2(Ω) ≤ %3/4‖yd‖H3(Ω).

Using Cea’s Lemma (Lemma 3.10) the first term is estimates as

‖y%h − y%‖2
L2(Ω) ≤ inf

zh∈Yh

[
%‖∆(y% − zh)‖2

L2(Ω) + ‖y% − zh‖2
L2(Ω)

]
≤ 2 inf

zh∈Yh

[
%‖∆(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]
+2%‖∆(y% − yd)‖2

L2(Ω) + 2‖y% − yd‖2
L2(Ω)



4.1 An elliptic model problem 113

and by the best approximation of Yh, see Theorem 2.26, we have that

inf
zh∈Yh

[
%‖∆(yd − zh)‖2

L2(Ω) + ‖yd − zh‖2
L2(Ω)

]
≤ c(%h2 + h6)‖yd‖2

H3(Ω).

Together with (4.106) and (4.107), we can thus estimate

‖y%h − y%‖2
L2(Ω) ≤ c(%h2 + h6 + %%1/2 + %3/2)‖yd‖2

H3(Ω).

For % = h4 we conclude the estimate

‖y%h − yd‖L2(Ω) ≤ ch3‖yd‖H3(Ω). (4.119)

Interpolating the estimates (4.118)-(4.119) by using Theorem 2.14, we conclude the
estimate (4.116). In a similar fashion we can derive

‖∆(y%h − yd)‖L2(Ω) ≤ h‖yd‖H3(Ω) (4.120)

if % = h4 and the estimate (4.117) follows from interpolating (4.113) with (4.120).
We skip the details.

Before we give numerical examples, we state the convergence rates for the cost func-
tional, depending on the regularity of the target.

Lemma 4.28. Let yd ∈ Hs
0(Ω) for s ∈ [0, 1] or yd ∈ H1

0 (Ω) ∩ Hs(Ω) for s ∈ (1, 2]
and let y%h ∈ Yh be the unique solution of (4.110). Assume that the L2-projection
Q2
h : L2(Ω)→ Yh fulfills

‖∆Q2
hz‖L2(Ω) ≤ c‖∆z‖L2(Ω) for all z ∈ H1

∆(Ω)

and choose % = h4, then

J̃ (y%h) =
1

2
‖y%h − yd‖2

L2(Ω) +
%

2
‖∆y%h‖2

L2(Ω) ≤ ch2s‖yd‖2
Hs(Ω), s ∈ [0, 2].

Proof. Let yd ∈ L2(Ω). Then by (4.116) it holds

‖y%h − yd‖L2(Ω) ≤ ‖yd‖L2(Ω).

Testing (4.110) with zh = y%h ∈ Yh, we obtain

%‖∆y%h‖2
L2(Ω) + ‖y%h‖2

L2(Ω) = 〈yd, y%h〉L2(Ω) ≤ ‖yd‖L2(Ω)‖y%h‖L2(Ω)

from which we immediately conclude

‖y%h‖L2(Ω) ≤ ‖yd‖L2(Ω) and ‖∆y%h‖L2(Ω) ≤
1
√
%
‖yd‖L2(Ω).
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Thus, we get

J̃ (y%h) =
1

2
‖y%h − yd‖2

L2(Ω) +
%

2
‖∆y%h‖2

L2(Ω)

≤ 1

2
‖yd‖2

L2(Ω) +
%

2

1

%
‖yd‖2

L2(Ω)

= ‖yd‖2
L2(Ω).

Now, let yd ∈ H1
∆(Ω). Then by (4.116) we have

‖y%h − yd‖L2(Ω) ≤ ch2‖yd‖H2(Ω).

Further we compute, using (4.110), that

%‖∆y%h‖2
L2(Ω) = 〈yd − y%h, y%h〉L2(Ω) = 〈Q2

h(yd − y%h), y%h〉L2(Ω)

= −‖Q2
h(yd − y%h)‖2

L2(Ω) + 〈Q2
h(yd − y%h), yd〉L2(Ω)

≤ 〈yd − y%h, Q2
hyd〉L2(Ω)

= %〈∆y%h,∆Q2
hyd〉L2(Ω)

≤ %‖∆y%h‖L2(Ω)‖∆Q2
hyd‖L2(Ω)

≤ c%‖∆y%h‖L2(Ω)‖∆yd‖L2(Ω),

where we used the self-adjointness and the assumed stability of Q2
h. We conclude

‖∆y%h‖L2(Ω) ≤ c‖yd‖H2(Ω).

Thus, for the cost functional we have, using % = h4

J̃ (y%h) =
1

2
‖yd − y%h‖2

L2(Ω) +
%

2
‖∆y%h‖2

L2(Ω)

≤ 1

2
ch4‖yd‖2

H2(Ω) +
%

2
c‖yd‖2

H2(Ω)

≤ ch4‖yd‖2
H2(Ω).

Using a space interpolation argument we get

J̃ (y%h) ≤ ch2s‖yd‖2
Hs(Ω) for s ∈ [0, 2].

Numerical results

For p ∈ N0 the space Sph(Ω) = Sph([0, L1]) ⊗ . . . ⊗ Sph([0, Ld]) is spanned by the
functions

ϕpk(x1, . . . , xd) :=
d∏
i=1

ϕpki(xi), 0 ≤ ki ≤Mi + p− 1, i = 1, . . . , d.



4.1 An elliptic model problem 115

Reordering the DoFs, we can write

Yh = S2
h(Ω) ∩H1

0 (Ω) = span{ϕ2
k}Mk=1.

Using the fe-isomorphism the discrete variational formulation (4.110) is then equiv-
alent to the linear system of equations

(%Dh +Mh)y%h = ydh, (4.121)

where the stiffness matrix and the mass matrix are given as

Dh[i, j] =

∫
Ω

∆ϕ2
j ·∆ϕ2

i dx and Mh[i, j] =

∫
Ω

ϕ2
jϕ

2
i dx, i, j = 1, . . . ,M

and the load vector has the entries

ydh[i] =

∫
Ω

ydϕ
2
i dx, i = 1, . . . ,M.

To show the sharpness of the theoretical results, we consider again three targets of
different regularity defined on the unit square in Ω = (0, 1)2 ⊂ R2. First, we consider
ŷd,1 ∈ H3(Ω) ∩H1

0 (Ω) defined as

ŷd,1(x, y) =

{
sin(πx)48(y − 0.25)4(0.75− y)4, 0.25 ≤ y ≤ 0.75,

0, else.
(4.122)

As a second example we consider a piecewise bilinear function yd,2 ∈ H3/2−ε(Ω) ∩
H1

0 (Ω), ε > 0, defined as

yd,2(x, y) = φ(x)φ(y), φ(x) =


1, x = 0.45,

0, x 6∈ [0.2, 0.6],

linear, else.
(4.123)

And finally, a discontinuous target yd,3 ∈ H1/2−ε
0 (Ω), ε > 0, defined as

yd,3(x, y) =

{
1, (x, y) ∈ (0.25, 0.75)2 ⊂ Ω,

0, else.
(4.124)

The targets are depicted in Figure 4.12.

The convergence rates for a uniform refinement are computed for an initial quadrilit-
eral mesh with N = 36 elements and M = 36 degrees of freedom (DoFs), see Figure
4.13. The initial mesh is chosen non-uniform to prevent superconvergence results for
ŷd,1. For all three targets the results are depicted in Figure 4.14. Firstly, for a fixed
parameter % = 10−8, we clearly see optimal convergence rates at first, which break
down when h = %1/4 but independent of the regularity of the target. This is in total
agreement with our theory, as the estimates in Theorem 4.26 reveal, i.e., we see the
best approximation error up to the point where the constant terms are larger than the
error. Secondly, Figure 4.14 shows that we get optimal orders of convergence for the
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a) ŷd,1 b) yd,2 c) yd,3
Target functions yd,i

d) y%h,1 e) y%h,2 f) y%h,3
Reconstruction of the target functions y%h,i

Figure 4.12: Target functions yd,i, i = 1, 2, 3 and Reconstructed target functions y%h,i
on a mesh with N = 36484 elements and M = 36481 DoFs.

Figure 4.13: Initial mesh

choice % = h4, supporting the theoretical error estimates
in Theorem 4.27. The reconstructed targets are depicted
in Figure 4.12. We observe oscillations around the jump
of the discontinuous target yd,3. We saw the same behav-
ior for the common L2-regularization when using piece-
wise linear, globally continuous elements in Section 4.1.1,
Figure 4.2. This indicates, that the behavior is a result
of the higher regularity imposed by the method, i.e., by
measuring the control in L2(Ω) rather than H−1(Ω) and
does not stem from oscillations imposed by the higher or-

der approximation. The convergence of the cost functional is plotted in Figure 4.14
for the choices % = 10−8 and % = h4. The results confirm the convergence rates
proved in Lemma 4.28.

Reconstruction of the control

To compute a suitable reconstruction of the control u% ∈ L2(Ω), we proceed as follows.
As a conforming subspace for the discrete reconstruction, we choose Uh = S0

h(Ω) =
S0
h([0, L1])⊗ . . .⊗ S0

h([0, Ld]) = span{ϕ0
k}Mk=1. Note, that dim(Yh) = dim(Uh) and we

can compute the control on the same mesh as the state in this case. For the unique
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Figure 4.14: Convergence for the three different target functions ŷd,1 and yd,i, i = 2, 3
for the energy regularization in L2(Ω) solving (4.121) for different choices
of % > 0.
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Figure 4.15: Convergence of the cost functional J̃ .
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solution y%h ∈ Yh of (4.110), we can compute u%h ∈ Uh as

〈u%h, qh〉L2(Ω) = −〈∆y%h, qh〉L2(Ω) for all qh ∈ Uh. (4.125)

The following result holds true.

Lemma 4.29. The variational formulation (4.125) admits a unique solution u%h ∈
Uh. Let u% = −∆y% ∈ L2(Ω), where y% ∈ H1

∆(Ω) denotes the unique solution of
(4.101). If y% ∈ Hs+2(Ω), s ∈ [0, 1] and % = h4 then it holds

‖u% − u%h‖L2(Ω) ≤ chs‖y%‖Hs+2(Ω).

Proof. Since the identity I : L2(Ω) → L2(Ω) is bounded, self-adjoint and elliptic on
L2(Ω), unique solvability follows by the Lemma of Lax–Milgram (Theorem 2.3). For
the error estimate we use a Strang argument. Therefore, let ũ%h ∈ Uh denote the
unique solution of

〈ũ%h, qh〉L2(Ω) = 〈−∆y%, qh〉L2(Ω) for all qh ∈ Uh. (4.126)

To proceed, we use a triangle inequality to estimate

‖u% − u%h‖L2(Ω) ≤ ‖u% − ũ%h‖L2(Ω) + ‖ũ%h − u%h‖L2(Ω). (4.127)

Using Cea’s Lemma (Theorem 2.15) and the best approximation results (Theorem
2.26) we immediately estimate the first term in (4.127) by

‖u% − ũ%h‖L2(Ω) ≤ inf
qh∈Uh

‖u% − qh‖L2(Ω) ≤ chs‖u%‖Hs(Ω)

= chs‖∆y%‖Hs(Ω) ≤ chs‖y%‖Hs+2(Ω),

for s ∈ [0, 1]. Testing (4.126) and (4.125) with qh = ũ%h − u%h ∈ Uh we compute for
the second term in (4.127)

‖ũ%h − u%h‖2
L2(Ω) = 〈ũ%h − u%h, ũ%h − u%h〉L2(Ω)

= 〈−∆(y% − y%h), ũ%h − u%h〉L2(Ω)

≤ ‖∆(y% − y%h)‖L2(Ω)‖ũ%h − u%h‖L2(Ω),

i.e.,
‖ũ%h − u%h‖L2(Ω) ≤ ‖∆(y% − y%h)‖L2(Ω).

Noting that for the solution y%h ∈ Yh of (4.110) Cea’s Lemma holds true, we have

%‖∆(y% − y%h)‖2
L2(Ω) + ‖y% − y%h‖2

L2(Ω)

≤ inf
zh∈Yh

[
%‖∆(y% − zh)‖2

L2(Ω) + ‖y% − zh‖2
L2(Ω)

]
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With this, using % = h4 and the best approximation results (Theorem 2.23), we
compute

‖∆(y% − y%h)‖L2(Ω) ≤

{
c‖y%‖H2(Ω), for y% ∈ H1

0 (Ω) ∩H2(Ω),

ch‖y%‖H3(Ω), for y% ∈ H1
0 (Ω) ∩H3(Ω),

and subsequently ‖∆(y% − y%h)‖L2(Ω) ≤ chs‖y%‖Hs+2(Ω) for s ∈ [0, 1], which concludes
the proof.

Using the fe-isomorphism, (4.125) is equivalent to the linear system of equations

M̄hu%h = Khy%h (4.128)

where the mass matrix and the stiffness matrix are given as

M̄h[`, k] = 〈ϕ0
` , ϕ

0
k〉L2(Ω) and Kh[`, j] = 〈−∆ϕ2

j , ϕ
0
`〉L2(Ω), `, k = 1, . . . ,M.

The results on for the three different targets are depicted in Figure 4.16.

a) ŷd,1 b) yd,2 c) yd,3

Figure 4.16: Reconstruction of the controls u%h,i from the computed targets y%h,i on
a mesh with N = 36864 elements.

4.2 A hyperbolic model problem

So far we only considered the application of the abstract framework developed in
Chapter 3 to elliptic problems. To show its full capacity, we will now consider the
optimal control problem subject to the homogeneous wave equation as a model for
a hyperbolic optimal control problem. Therefore, let Ω ⊂ Rd, d = 1, 2, 3, be a
bounded convex domain with Lipschitz boundary Γ = ∂Ω, for d = 2, 3, and let
0 < T <∞ be a given finite time horizon. Then we introduce the space-time domain
Q := Ω × (0, T ) and the lateral boundary Σ := Γ × (0, T ). For a given target



120 4 Model problems and numerical illustration of the optimal control framework

yd ∈ L2(Q) and a regularization parameter % > 0, we consider the minimization of
the cost functional

J (y%, u%) :=
1

2
‖y% − yd‖2

L2(Q) +
%

2
‖u%‖2

X∗ (4.129)

subject to the initial boundary value problem for the wave equation with homoge-
neous Dirichlet boundary conditions,

�y%(x, t) := ∂tty%(x, t)−∆xy%(x, t) = u%(x, t) for (x, t) ∈ Q,
y%(x, t) = 0 for (x, t) ∈ Σ,

y%(x, 0) = ∂ty%(x, t)|t=0 = 0 for x ∈ Ω.

(4.130)

4.2.1 The energy regularization in [H1,1
0;,0(Q)]∗

To apply the abstract framework of Chapter 3, we will employ a space-time varia-
tional formulation of (4.129)-(4.130), following [87]. The first crucial property will
be to find Hilbert spaces such that the wave operator B := � : Y → X∗, satisfies
the assumptions (B1)-(B3), i.e., it defines an isomorphism. Such spaces were con-
structed in [111, 116], from which we rephrase the main ideas. First, let us consider
u% ∈ X∗ = L2(Q). To derive a variational formulation for (4.130), we multiply by
a test function q(x, t) ∈ C∞(Q), integrate over the space-time domain Q and apply
integration by parts, to get∫ T

0

∫
Ω

u%(x, t)q(x, t) dx dt =

∫ T

0

∫
Ω

∂tty%(x, t)q(x, t)−∆xy%(x, t)q(x, t) dx dt

=

∫
Ω

[
∂ty%(x, t)q(x, t)

∣∣∣T
0
−
∫ T

0

∂ty%(x, t)∂tq(x, t) dt

]
dx

+

∫ T

0

[∫
∂Ω

nx · ∇xy%(x, t)q(x, t) dsx +

∫
Ω

∇xy%(x, t) · ∇xq(x, t) dx

]
.

Now, since ∂ty%(x, t)
∣∣
t=0

= 0, choosing a test function that satisfies q(x, T ) = 0 and
q
∣∣
Σ
≡ 0, we get

b(y%, q) := −〈∂ty%, ∂tq〉L2(Q) + 〈∇xy%,∇xq〉L2(Q) = 〈u%, q〉L2(Q). (4.131)

Recall the spaces, incorporating the spatial boundary condition and the initial/terminal
condition in a weak sense

H1,1
0;0,(Q) = H1

0,(0, T ;L2(Ω)) ∩ L2(0, T ;H1
0 (Ω)),

H1,1
0;,0(Q) = H1

,0(0, T ;L2(Ω)) ∩ L2(0, T ;H1
0 (Ω)),
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both equipped with the norm

|q|H1(Q) =
√
‖∂tq‖2

L2(Q) + ‖∇xq‖2
L2(Q). (4.132)

Then the bilinear form b(·, ·) : H1,1
0;0,(Q) × H1,1

0;,0(Q) → R, is well-defined and and
bounded, i.e.,

|b(z, q)| ≤ |z|H1(Q)|q|H1(Q)

and for any u% ∈ L2(Q) the variational formulation (4.131) admits a unique solution
y% ∈ H1,1

0;0,(Q), fulfilling the stability estimate, see e.g. [71, Theorem 5.1, p.169] and
[110, Theorem 5.1],

‖y%‖H1,1
0;0,(Q) ≤

T√
2
‖u%‖L2(Q).

But, although we have unique solvability, the operator B : H1,1
0;0,(Q) → [H1,1

0;,0(Q)]∗

associated to the bilinear form, by

〈By, q〉Q := b(y, q) for all y ∈ H1,1
0;0,(Q), q ∈ H1,1

0;,0(Q),

does not define an isomorphism.

Theorem 4.30 ([111, Theorem 1.1]). There does not exist a constant c > 0 such
that each right-hand side u% ∈ L2(Q) and the corresponding solution y% ∈ H1,1

0;0,(Q) of
(4.131) satisfy

‖y%‖H1,1
0;0,(Q) ≤ c ‖u%‖[H1,1

0;,0(Q)]∗ .

In particular, Assumption (B2)

cB1 ‖y‖H1,1
0;0,(Q) ≤ sup

06=q∈H1,1
0;,0(Q)

〈By, q〉L2(Q)

‖q‖H1,1
0;,0(Q)

for all y ∈ H1,1
0;0,(Q)

with a constant cB1 > 0 does not hold true.

In the following, let us define suitable spaces, such that the wave operator is an
isomorphism. The first issue to overcome is the establishment of Assumption (B2). It
fails to hold, since the initial condition ∂ty%(x, t)

∣∣
t=0

enters the variational formulation
naturally, which is not appropriate in this case. In order to incorporate it in a
meaningful sense, we will modify the ansatz space. Let Q− := Ω × (−T, T ) denote
the enlarged space-time domain and define the zero extension of a function y ∈ L2(Q)
by

ỹ(x, t) :=

{
y(x, t) for (x, t) ∈ Q,
0, else.
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Then, we consider the application of the wave operator in a distributional sense, i.e.,
for all ϕ ∈ C∞0 (Q−) we define

〈�ỹ, ϕ〉Q− :=

∫
Q−

ỹ(x, t)�ϕ(x, t) dx dt =

∫
Q

y(x, t)�ϕ(x, t) dx dt.

Using this definition, we can introduce the space

H(Q) :=
{
y = ỹ|Q : ỹ ∈ L2(Q−), ỹ|Ω×(−T,0) = 0, �ỹ ∈ [H1

0 (Q−)]∗
}
,

with the graph norm

‖y‖H(Q) :=
√
‖y‖2

L2(Q) + ‖�ỹ‖2
[H1

0 (Q−)]∗
.

The normed vector space (H(Q), ‖ · ‖H(Q)) is a Banach space, and it holds that, see
[111, Lemma 3.5], H1,1

0;0,(Q) ⊂ H(Q) i.e.,

‖�ỹ‖[H1
0 (Q−)]∗ ≤ ‖y‖H1,1

0;0,(Q) for all y ∈ H1,1
0;0,(Q). (4.133)

Therefore, we can introduce the space

H0;0,(Q) := H1,1
0;0,(Q)

‖·‖H(Q)

⊂ H(Q),

which will serve as ansatz space. For y ∈ H0;0,(Q), an equivalent norm is given as,
see [111, Lemma 3.6],

‖y‖H0;0,(Q) = ‖�ỹ‖[H1
0 (Q−)]∗ .

For given u% ∈ [H1,1
0;,0(Q)]∗ we now study the variational formulation to find y% ∈

H0;0,(Q) such that

b̃(y%, q) := 〈�ỹ%, Eq〉Q− = 〈u%, q〉Q for all q ∈ H1,1
0;,0(Q), (4.134)

where E : H1,1
0;,0(Q)→ H1

0 (Q−) is a suitable extension operator, e.g., reflection in time
with respect to t = 0, satisfying

‖Eq‖H1
0 (Q−) ≤ 2 ‖q‖H1,1

0;,0(Q) for all q ∈ H1,1
0;,0(Q).

We conclude that the bilinear form b̃(·, ·) : H0;0,(Q) × H1,1
0;,0(Q) → R within the

variational formulation (4.134) is bounded, as for all y ∈ H0;0,(Q) and q ∈ H1,1
0;,0(Q)

we have

|b̃(y%, q)| ≤ ‖�ỹ‖[H1
0 (Q−)]∗‖Eq‖H1

0 (Q−) ≤ 2 ‖y‖H0;0,(Q)‖q‖H1,1
0;,0(Q). (4.135)

Moreover, we have the following result.
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Theorem 4.31 ([111, Theorem 3.9]). For each given u% ∈ [H1,1
0;,0(Q)]∗, there exists

a unique solution y% ∈ H0;0,(Q) of the variational formulation (4.134) satisfying

‖y%‖H0;0,(Q) = ‖�ỹ%‖[H1
0 (Q−)]∗ = ‖u%‖[H1,1

0;,0(Q)]∗ .

In particular, there holds the inf-sup stability condition

‖y‖H0;0,(Q) ≤ sup
06=q∈H1,1

0;,0(Q)

b̃(y, q)

‖q‖H1,1
0;,0(Q)

for all y ∈ H0;0,(Q). (4.136)

This result now gives raise to an isomorphic operator for the solution of the wave equa-
tion for controls u% ∈ [H1,1

0;,0(Q)]∗. We summarize the findings in the next lemma.

Lemma 4.32. Let B̃ : H0;0,(Q) → [H1,1
0;,0(Q)]∗ be the linear operator associated with

the bilinear form b̃(·, ·) defined as

〈B̃y, q〉Q := b̃(y, q) = 〈�ỹ, Eq〉Q− for all y ∈ H0;0,(Q), q ∈ [H1,1
0;,0(Q)]∗.

Then B̃ satisfies the Assumptions (B1)-(B3) with constants cB1 = cB2 = 1. Moreover,
the restriction fulfills

B̃
∣∣
H1,1

0;0,(Q)
= B : H1,1

0;0,(Q)→ [H1,1
0;,0(Q)]∗,

or, more precisely,

b̃(y, q) = b(y, q) for all y ∈ H1,1
0;0,(Q), q ∈ H1,1

0;,0(Q). (4.137)

Proof. Assumption (B1), i.e., boundedness of b̃(·, ·) : H0;0,(Q) × H1,1
0;,0(Q) → R, was

already established in (4.135). The improved boundedness constant cB2 = 1 is given in
[111, p. 22, (3.9)]. Assumption (B2) is exactly (4.136). To show (B3) let q̂ ∈ H1,1

0;,0(Q)
be arbitrary but fixed and consider the linear functional 〈uq̂, ·〉Q := 〈q̂, ·〉H1,1

0;,0(Q) :

H1,1
0;,0(Q)→ R. By Theorem 4.31, there exists a unique yq̂ ∈ H0;0,(Q), such that

b̃(yq̂, q) = 〈uq̂, q〉Q for all q ∈ H1,1
0;,0(Q).

In particular, for q = q̂, we have

b̃(yq̂, q̂) = 〈uq̂, q̂〉Q = ‖q̂‖2
H1,1

0;,0(Q)
6= 0.

A proof of the property (4.137) is given in [111, Lemma 3.5].
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Remark 4.33. If we consider conforming trial spaces Yh ⊂ H1,1
0;0,(Q) ⊂ H0;0,(Q) and

Xh ⊂ H1,1
0;,0(Q), by (4.137) it holds

b̃(yh, qh) = −〈∂tyh, ∂tqh〉L2(Q) + 〈∇xyh,∇xqh〉L2(Q) for all yh ∈ Yh, qh ∈ Xh.

This is of particular interest when considering the discrete setting, as piecewise linear
continuous functions are in H1(Q).

Moreover, we need to have an operator, realizing the norm in [H1,1
0;,0(Q)]∗, which is

guaranteed by the Assumptions (A1)-(A3).

Lemma 4.34. The operator A : H1,1
0;,0(Q)→ [H1,1

0;,0(Q)]∗ defined as

〈Ap, q〉Q := 〈∂tp, ∂tq〉L2(Q) + 〈∇xp,∇xq〉L2(Q) for all p, q ∈ H1,1
0;,0(Q), (4.138)

fulfills Assumptions (A1)-(A3) with constants cA1 = cA2 = 1 and thus for all u ∈
[H1,1

0;,0(Q)]∗ it holds that

‖u‖[H1,1
0;,0(Q)]∗ = ‖u%‖A−1 =

√
〈u,A−1u〉Q.

Proof. By definition the operator is self-adjoint, which gives (A2). Moreover, we
easily compute, using the Cauchy-Schwarz inequality twice, that

〈Ap, q〉Q ≤ ‖p‖H1,1
0;,0(Q)‖q‖H1,1

0;,0(Q) for all p, q ∈ H1,1
0;,0(Q),

i.e., (A1). (A3), i.e., ellipticity, follows directly as

〈Aq, q〉Q = |q|2H1(Q) = ‖q‖2
H1,1

0;,0(Q)
for all q ∈ H1,1

0;,0(Q).

Thus, the optimal control problem (4.129)-(4.130) fits into the framework of Chapter
3, when choosing the spaces

H = L2(Q), X = H1,1
0;,0(Q), Y = H0;0,(Q),

and the operators

A : H1,1
0;,0(Q)→ [H1,1

0;,0(Q)]∗ and B̃ : H0;0,(Q)→ [H1,1
0;,0(Q)]∗

defined as in Lemma 4.34 and Lemma 4.32, and we can directly apply all the results
derived in the abstract setting. Firstly, using that B̃ : H0;0,(Q) → [H1,1

0;,0(Q)]∗ is an
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isomorphism, we can eliminate the control from B̃y% = u% and consider the reduced
cost functional

J̃ (y%) =
1

2
‖y% − yd‖2

L2(Q) +
%

2
‖B̃y%‖2

[H1,1
0;,0(Q)]∗

=
1

2
〈y% − yd, y% − yd〉L2(Q) +

%

2
〈B̃y%, A−1B̃y%〉Q,

for which the minimizer is characterized as the unique solution y% ∈ Y of the varia-
tional equation (3.11)

%〈Sy%, z〉L2(Q) + 〈y%, z〉L2(Q) = 〈yd, z〉L2(Q) for all z ∈ H0;0,(Q) (4.139)

where S := B̃∗A−1B̃ : H0;0,(Q) → [H0;0,(Q)]∗ denotes the Schur complement opera-
tor, which is symmetric, self-adjoint and elliptic and defines an equivalent norm on
H0;0,(Q), see Lemma 3.4, i.e.,

‖y‖H0;0,(Q) ≤ ‖y‖S :=

√
〈B̃y, A−1B̃y〉L2(Q) ≤ ‖y‖H0;0,(Q). (4.140)

Now, by Lemma 3.6, we get the following regularization error estimates, depending
on the regularization parameter % > 0.

Lemma 4.35 ([87, Theorem 3.2]). Let yd ∈ L2(Q) be given. For the unique solution
y% ∈ H0;0,(Q) of (4.139) there holds

‖y% − yd‖L2(Q) ≤ ‖yd‖L2(Q). (4.141)

Further, if yd ∈ H0;0,(Q), then

‖y% − yd‖L2(Q) ≤
√
%‖yd‖S and ‖y% − yd‖S ≤ ‖yd‖S. (4.142)

Moreover, it holds
‖y%‖S ≤ ‖yd‖S. (4.143)

At last, if yd ∈ H0;0,(Q) such that Syd ∈ L2(Q) it holds

‖y% − yd‖L2(Q) ≤ %‖Syd‖L2(Q) and ‖y% − yd‖S ≤
√
%‖Syd‖L2(Q), (4.144)

and, in this case we also have

‖Sy%‖L2(Q) ≤ ‖Syd‖L2(Q). (4.145)

Note, that the operator A := −∆(x,t) : H1,1
0;,0(Q) → [H1,1

0;,0(Q)]∗ corresponds to
the space-time Laplacian with mixed Dirichlet and Neumann boundary conditions.
Therefore, the solution p ∈ H1,1

0;,0(Q) of Ap = u in Q admits the regularity p ∈
Hr+1(Q) ∩ H1,1

0;,0(Q) for given u ∈ Hr−1(Q) and some 0 ≤ r ≤ 1 depending on
the geometry of the space-time domain, see e.g. [30, 59]. In particular, for yd ∈
H2(Q) ∩H1,1

0;0,(Q) it holds that B̃yd ∈ L2(Q). But, we can in general not guarantee
that A−1B̃yd ∈ H2(Q) and subsequently, Syd = B̃∗A−1B̃yd ∈ L2(Q) does not need
to hold true.
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Theorem 4.36 ([87, c.f. Corollary 3.3]). Let yd ∈ Hs,s
0;0,(Q) = [L2(Q), H1,1

0;0,(Q)]s, for
s ∈ [0, 1] or yd ∈ Hs(Q) ∩H1,1

0;0,(Q) such that Syd ∈ Hs−2(Q) for s ∈ [1, 2]. Then

‖yd − y%‖L2(Q) ≤ c%s/2‖yd‖Hs(Q), s ∈ [0, 1], (4.146)

and
‖yd − y%‖L2(Q) ≤ c%s/2‖yd‖Hs(Q), s ∈ [1, 2]. (4.147)

Proof. For yd ∈ H1,1
0;0,(Q) we get from the estimate (4.142), using the norm equivalence

(4.140) and the property (4.133), that

‖yd − y%‖L2(Q) ≤ %1/2‖yd‖S ≤ %1/2‖yd‖H0;0,(Q) ≤ %1/2‖yd‖H1,1
0;0,(Q). (4.148)

Now interpolating with (4.141), using Theorem 2.14, gives (4.146). Moreover, if
yd ∈ H2(Q) ∩H1,1

0;0,(Q) such that Syd ∈ L2(Q), we get, using (4.144), that

‖yd − y%‖L2(Q) ≤ %‖Syd‖L2(Q) ≤ c%‖yd‖H2(Q)

and interpolating with (4.148) gives (4.147).

Remark 4.37 (L2-regularization). Recall, that B : H1,1
0;0,(Q) → [H1,1

0;,0(Q)]∗ does not
define an isomorphism. Though, the problem to find y% ∈ H1,1

0;0,(Q) such that By% = u%
in [H1,1

0;,0(Q)]∗ admits a unique solution for all u% ∈ L2(Q). This approach does not
fit into the framework of the energy regularization, but we can derive an optimality
system, analogously to the procedure for the Poisson equation in Remark 4.2. Namely,
we can define the solution operator S : L2(Q) → H1,1

0;0,(Q) by Su% = y% and consider
the reduced cost functional

Î(u%) =
1

2
‖Su% − yd‖2

L2(Q) +
%

2
‖u%‖2

L2(Q),

for which the minimizer satisfies the gradient equation

p% + %u% = 0 in L2(Q), (4.149)

where p% ∈ H1,1
0;,0(Q) is the weak solution of the adjoint problem

�p%(x, t) = ∂ttp%(x, t)−∆xp%(x, t) = y%(x, t)− yd(x, t) for (x, t) ∈ Q,
p%(x, t) = 0 for (x, t) ∈ Σ,

p%(x, T ) = ∂tp%(x, t)|t=T = 0 for x ∈ Ω.
(4.150)

We end up with the optimality system, including the forward equation (4.130), the
adjoint equation (4.150) and the gradient equation (4.149). Eliminating the control
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u% = �y%, from (4.130), we get by the gradient equation that p% + %�y% = 0 and we
can phrase the variational formulation: find (p%, y%) ∈ H1,1

0;,0(Q)×H1,1
0;0,(Q) such that

%−1〈p%, q〉L2(Q) + b(y%, q) = 0 for all q ∈ H1,1
0;,0(Q)

−b(z, p%) + 〈y%, z〉L2(Q) = 〈yd, z〉L2(Q), for all z ∈ H1,1
0;0,(Q).

(4.151)

Moreover, we can eliminate the adjoint variable p% = −%u% = −%�y% in the adjoint
equation (4.150) to conclude

%�2y% = �p% = yd − y%

and therefore

%�2y%(x, t) + y%(x, t) = yd for (x, t) ∈ Q,
y%(x, t) = �y%(x, t) = 0 for (x, t) ∈ Σ,

y%(x, t) = ∂ty%(x, t)|t=0 = 0 for x ∈ Ω,
�y%(x, T ) = ∂t�y%(x, t)|t=T = 0 for x ∈ Ω,

(4.152)

which leads to a kind of Bi-wave equation with boundary conditions inherited from
the adjoint state p%. Although, we will not give a complete analysis for this approach,
we can discretize the variational formulation (4.151) and will numerically compare
the solutions of the energy regularization to solutions of the L2-regularization.

Discretization

We consider a Galerkin finite element discretization of the variational formulation
(4.139), with the conforming ansatz space Yh = S1

h(Th) ∩H
1,1
0;0,(Q) = span{ϕ1

k}
MY
k=1 ⊂

H0;0,(Q) of piecewise linear, globally continuous functions, defined with respect to
some admissible, globally quasi-uniform decomposition Th = {τ`}N`=1 of the space-
time domain Q into shape regular, simplicial finite elements τ` of mesh size h`. Then
we have to find y%h ∈ Yh such that

%〈Sy%h, zh〉Q + 〈y%h, zh〉Q = 〈yd, zh〉, for all zh ∈ Yh. (4.153)

Note, that at this point the action of the operator S = B̃∗A−1B̃ : H0;0,(Q) →
[H0;0,(Q)]∗ can not be computed explicitly. To actually derive a numerical scheme,
we replace the operator by a computable approximation S̃ : H0;0,(Q) → [H0;0,(Q)]∗,
which action is defined by S̃y = B̃∗pyh, where pyh ∈ Xh := S1

h(Th) ∩ H
1,1
0;,0(Q) ⊂

H1,1
0;,0(Q) is the unique solution of

〈Apyh, qh〉Q = 〈B̃y, qh〉Q for all qh ∈ Xh. (4.154)
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Then we consider the perturbed system to find ỹ%h ∈ Yh such that

%〈S̃ỹ%h, zh〉Q + 〈ỹ%h, zh〉Q = 〈yd, zh〉, for all zh ∈ Yh. (4.155)

By Lemma 3.14 the variational formulation (4.155) admits a unique solution ỹ%h ∈ Yh,
as S̃ ≥ 0 is positive semi-definite. Moreover, for any arbitrary but fixed zh ∈ Yh ⊂
H1,1

0;0,(Q), we have by (4.133) and Lemma 2.37 that there holds the inverse inequality

‖zh‖H0;0,(Q) ≤ ‖zh‖H1,1
0;0,(Q) = ‖∇(x,t)zh‖L2(Q) ≤ cIh

−1‖zh‖L2(Q). (4.156)

Thus we can apply Theorem 3.15 to get the following finite element error estimates,
depending on the regularization parameter % > 0, the regularity of the target yd and
the approximation property of the trial spaces.

Lemma 4.38. Let yd ∈ L2(Q). Then the unique solution ỹ%h ∈ Yh of (4.155) admits
the estimate

‖ỹ%h − yd‖L2(Q) ≤ ‖yd‖L2(Q). (4.157)

Let yd ∈ H1,1
0;0,(Q) and let pyd ∈ H

1,1
0;,0(Q) be the unique solution of

〈Apyd , q〉Q = 〈Byd, q〉Q for all q ∈ H1,1
0;,0(Q). (4.158)

Then we get

‖ỹ%h − yd‖L2(Q) ≤ c
([
h−1%+

√
%
]
‖yd‖H1,1

0;0,(Q) + h−1% inf
qh∈Xh

‖∇(x,t)(pyd − qh)‖L2(Q)

+
[
h−1√%+ 1

]
inf
zh∈Yh

[
%‖∇(x,t)(yd − zh)‖2

L2(Q) + ‖yd − zh‖2
L2(Q)

]1/2)
. (4.159)

Moreover, if yd ∈ H2(Q) ∩H1,1
0;0,(Q) and Syd ∈ L2(Q) we have the error estimate

‖ỹ%h − yd‖L2(Q) ≤ c
([
h−1%3/2 + %

]
‖yd‖H2(Q) + h−1% inf

qh∈Xh
‖∇(x,t)(pyd − qh)‖L2(Q)

+
[
h−1√%+ 1

]
inf
zh∈Yh

[
%‖∇(x,t)(yd − zh)‖2

L2(Q) + ‖yd − zh‖2
L2(Q)

]1/2)
. (4.160)

Recall, that A : H1,1
0;,0(Q) → [H1,1

0;,0(Q)]∗ corresponds to the space-time Laplacian
with mixed boundary conditions and therefore the unique solution of (4.158) fulfills
pyd ∈ Hr(Q) ∩ H1,1

0;,0(Q) for some 0 ≤ r ≤ 1 depending on the regularity of yd
and the geometry of the space-time domain. In the following let us restrict to a
convex space-time domain Q and to functions yd ∈ Hs(Q) ∩ H1,1

0;0,(Q) such that
pyd ∈ Hs(Q) ∩H1,1

0;,0(Q) for s ∈ [1, 2]. This can be achieved in practice if the initial
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and terminal conditions do not play a major role for yd, e.g., when yd ≡ 0 on the
lateral boundary Σ = ∂Ω×(0, T ) and on Ω× (0, ε) and Ω× (T −ε, T ) for some ε > 0.
Then, for s = 2 the estimate

‖pyd‖H2(Q) ≤ c‖Apyd‖L2(Q) = c‖Byd‖L2(Q) ≤ c‖yd‖H2(Q) (4.161)

holds true. The main statement of this section is then, the following error estimate.

Theorem 4.39 ([87, Corollary 4.4]). Let ỹ%h ∈ Yh be the unique solution of the
variational formulation (4.155) and let yd ∈ Hs,s

0;0,(Q) := [L2(Q), H1,1
0;0,(Q)]s for s ∈

[0, 1] or yd ∈ Hs(Q)∩H1,1
0;0,(Q) such that Syd ∈ Hs−2(Q) and pyd ∈ Hs(Q)∩H1,1

0;,0(Q)
for s ∈ [1, 2]. If % = h2, then

‖yd − ỹ%h‖L2(Q) ≤ chs‖yd‖Hs(Q) s ∈ [0, 2].

Proof. Firstly, for yd ∈ H1,1
0;0,(Q), by the best approximation properties (Theorem

2.36) and using % = h2, we can estimate

inf
zh∈Yh

[
h2‖∇(x,t)(yd − zh)‖2

L2(Q) + ‖yd − zh‖2
L2(Q)

]1/2

≤ ch‖yd‖H1(Q),

and
inf

qh∈Xh
‖∇(x,t)(pyd − qh)‖L2(Q) ≤ ‖∇(x,t)pyd‖L2(Q).

Moreover, we can compute that

‖∇(x,t)pyd‖2
L2(Q) = 〈Apyd , pyd〉Q = 〈Byd, pyd〉Q ≤ ‖∇(x,t)yd‖L2(Q)‖∇(x,t)pyd‖L2(Q),

i.e., ‖∇(x,t)pyd‖L2(Q) ≤ ‖∇(x,t)yd‖L2(Q). So estimate (4.159) becomes

‖yd − ỹ%h‖L2(Q) ≤ ch‖yd‖H1(Q), (4.162)

and interpolating the estimate with (4.157), using Theorem 2.14, gives

‖yd − ỹ%h‖L2(Q) ≤ chs‖yd‖Hs(Q), s ∈ [0, 1].

Now, let yd ∈ H2(Q) ∩H1,1
0;0,(Q) such that Syd ∈ L2(Q) and pyd ∈ H2(Q) ∩H1,1

0;,0(Q).
As above we can estimate

inf
zh∈Yh

[
h2‖∇(x,t)(yd − zh)‖2

L2(Q) + ‖yd − zh‖2
L2(Q)

]1/2

≤ ch2‖yd‖H2(Q),

and, using (4.161),

inf
qh∈Xh

‖∇(x,t)(pyd − qh)‖L2(Q) ≤ ch‖pyd‖H2(Q) ≤ ch‖yd‖H2(Q).

Thus, (4.160) can be bounded by

‖yd − ỹ%h‖L2(Q) ≤ ch2‖yd‖H2(Q)

and interpolating with (4.162) gives

‖yd − ỹ%h‖L2(Q) ≤ chs‖yd‖Hs(Q), s ∈ [1, 2].
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Numerical results

Recall the finite element spaces used for the Galerkin variational formulation of
(4.155) are

Yh = S1
h(Th) ∩H

1,1
0;0,(Q) = span{ϕYk }

MY
k=1

and
Xh = S1

h(Th) ∩H
1,1
0;,0(Q) = span{ϕXk }

MX
k=1.

Furthermore, by Remark 3.13, we know that the solution of the perturbed variational
formulation (4.155) is exactly the solution of the system

%−1〈Ap%h, qh〉Q +〈Bỹ%h , qh〉Q =0 for all qh ∈ Xh

− 〈B∗p%h, zh〉Q +〈ỹ%h, zh〉L2(Q) =〈yd, zh〉L2(Q) for all zh ∈ Yh.
(4.163)

Thus, using the fe-isomorphism, we have to solve the equivalent system of linear
equations (

%−1Ah Bh

−B>h Mh

)(
p%h
ỹ%h

)
=

(
0h
ydh

)
, (4.164)

where the matrices are given as

Ah[i, j] = 〈∇(x,t)ϕ
X
j ,∇(x,t)ϕ

X
i 〉L2(Q),

Bh[i, k] = −〈∂tϕYk , ∂tϕXi 〉L2(Q) + 〈∇xϕ
Y
k ,∇xϕ

X
i 〉L2(Q),

Mh[`, k] = 〈ϕYk , ϕY` 〉L2(Q),

for i, j = 1, . . . ,MX and k, ` = 1, . . . ,MY and the entries of the load vector are

ydh[k] = 〈yd, ϕYk 〉L2(Q), k = 1, . . . ,MY .

Remark 4.40. Although we do not carry out a thorough analysis, we will compare
our results for the energy regularization in [H1,1

0;,0(Q)]∗ with the ones stemming from
an L2-regularization given by the variational formulation (4.151). The discretized
system in this case is given by(

%−1M̄h Bh

−B>h Mh

)(
p%h
ỹ%h

)
=

(
0h
ydh,

)
(4.165)

where the only difference is the matrix

M̄h[i, j] = 〈ϕXj , ϕXi 〉L2(Q), i, j = 1, . . . ,MX ,

realizing the norm in L2(Q). As for the optimal control problem subject to the Poisson
equation, see Remark 4.9 and Theorem 4.27, the optimal choice of the relaxation
parameter in this case is % = h4.
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For our numerical examples, we consider the space time domain Q = (0, L)×(0, T ) ⊂
R1+1 for L = T = 1 and three targets of different regularity, see Figure 4.17. Namely,
yd,1 ∈ C2(Q) ∩H1

0 (Q) defined as

yd,1(x, t) =

{
1
2
(6t− 3x− 2)3(3x− 6t)3 sin(πx), x ≤ 2t and 6t− 3x ≤ 2,

0, else,
(4.166)

the piecewise bilinear function yd,2 ∈ H3/2−ε(Q) ∩H1
0 (Q), ε > 0, defined as

yd,2(x, t) = φ(x)φ(t), φ(s) =


1, s = 0.45,

0, s 6∈ [0.2, 0.6],

linear, else,
(4.167)

and finally, the discontinuous target yd,3 ∈ H1/2−ε
0 (Q), ε > 0, defined as

yd,3(x, t) =

{
1, (x, t) ∈ (0.25, 0.75)2 ⊂ Q,

0, else.
(4.168)

a) yd,1 b) yd,2 c) yd,3

Figure 4.17: Target functions yd,i, i = 1, 2, 3.

The convergence rates for a uniform refinement are depicted in Figure 4.19 for an
initial triangulation with N = 128 elements and M = 56 degrees of freedom (DoFs)
and for all three targets for both, the energy regularization in [H1,1

0;,0(Q)]∗ solving
(4.164) and the L2-regularization solving (4.165). The behavior is similar to the one
observed for the optimal control problem subject to the Poisson equation, see Figure
4.3. Firstly, for a fixed parameter % > 0, we clearly see optimal convergence rates at
first, which break down when h = %1/2 in the case of the energy regularization and
h = %1/4 in the case of the L2-regularization, but independent of the regularity of the
target. This is agreement with the estimates in Lemma 4.38. Secondly, Figure 4.19
shows the convergence for the optimal choice % = h2 for the energy regularization and
% = h4 for the L2-regularization. We see optimal convergence for all three targets, as
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a) y%h,1 b) y%h,2 c) y%h,3
Energy regularization (4.164) with % = h2

d) y%h,1 e) y%h,2 f) y%h,3
Common L2-regularization (4.165) with % = h4

Figure 4.18: Reconstructed target functions y%h,i, i = 1, 2, 3, on a mesh with N =
32768 elements and M = 16256 DoFs.

predicted in Theorem 4.39. Moreover, the reconstructed targets in Figure 4.2 reveal
a qualitative different behavior for the discontinuous target, as observed in the case
of the Poisson equation with energy regularization in H−1(Ω) in Section 4.1.1. While
for the common L2-regularization one observes oscialltive behavior around the jump,
the energy regularization gives sharp results. Again this stems from imposing higher
regularity on the state when measuring the control in L2(Q).

Furthermore, we want to check how the cost functional

J̃ (ỹ%h) =
1

2
‖yd − ỹ%h‖2

L2(Q) +
%

2
‖B̃ỹ%h‖2

[H1,1
0;,0(Q)]∗

behaves. Using the norm equivalence (4.140) and (4.133), we compute

‖B̃ỹ%h‖[H1,1
0;,0(Q)]∗ = ‖ỹ%h‖S ≤ ‖ỹ%h‖H0;0,(Q) ≤ ‖ỹ%h‖H1,1

0;0,(Q) = ‖∇(x,t)ỹ%h‖L2(Q)

and we get the upper estimate

J (ỹ%h) =
1

2
‖yd − ỹ%h‖2

L2(Q) +
%

2
‖∇(x,t)ỹ%h‖2

L2(Q).

Figure 4.20 shows the convergence of the cost functional for a fixed parameter % =
10−8 and the optimal choice % = h2. We clearly see, that for a fixed parameter the
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convergence for all three targets is optimal up to the point where h4 ∼ %, while for
% = h2 we only see the optimal rate for the target yd,3 ∈ H1/2−ε(Q) and a quadratic
rate for the other two. This is similar to the results for the Poisson equation, see
Lemma 4.7 and Remark 4.8 and indicates that also in the case of the wave equation
the energy regularization in [H1,1

0;,0(Q)]∗ is especially well-suited for targets of low
regularity, i.e., yd ∈ Hs,s

0;0,(Q) for s ∈ [0, 1].

As mentioned, since A := −∆(x,t) : H1,1
0;,0(Q)→ [H1,1

0;,0(Q)]∗ corresponds to the space-
time Laplacian with mixed boundary conditions, this has an effect on the regularity.
Namely, even if yd ∈ H2(Q) ∩H1,1

0;0,(Q) we can not expect Syd = B̃A−1B̃yd ∈ L2(Q).
This is observed when considering the smooth target,

yd,4(x, t) = t sin(tπ) sin(xπ), (x, t) ∈ Q.

As Table 4.2 shows we only see convergence of order O(h1.5) for the optimal choice
% = h2. To remedy this behavior, one might either consider to choose % = h3, or
change to measure the control in L2, as there boundary conditions do not play a
role. Moreover, an adaptive refinement scheme, discussed in the next section, helps
to overcome this issue.

Level DoFs N h % (h2) ‖ỹ4,%h − yd,4‖L2(Q) eoc

0 56 128 0.088 7.81 · 10−3 1.31 · 10−2 0.00
1 240 512 0.044 1.95 · 10−3 4.52 · 10−3 1.53
2 992 2,048 0.022 4.88 · 10−4 1.62 · 10−3 1.48
3 4,032 8,192 0.011 1.22 · 10−4 5.82 · 10−4 1.48
4 16,256 32,768 0.006 3.05 · 10−5 2.08 · 10−4 1.49
5 65,280 131,072 0.003 7.63 · 10−6 7.39 · 10−5 1.49
6 261,632 524,288 0.001 1.91 · 10−6 2.62 · 10−5 1.50
7 1,047,552 2,097,152 0.001 4.77 · 10−7 9.28 · 10−6 1.50

Table 4.2: Errors and orders of convergence for yd,4 in the case of an uniform refine-
ment strategy with % = h2.

Reconstruction of the control

As in all the applications discussed before, we now want to reconstruct a discrete
approximation of the control ũ%H ∈ UH ⊂ [H1,1

0;,0(Q)]∗ from the computed state ỹ%h ∈
Yh. Since, in general the control u% ∈ [H1,1

0;,0(Q)]∗ is discontinuous, we consider

UH = S0
H(TH) = span{ϕ0

`}
NH
`=1,
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Figure 4.19: Convergence for the three different target functions yd,i, i = 1, 2, 3 for
the energy regularization in [H1,1

0;,0(Q)]∗ solving (4.164) and the L2- reg-
ularization solving (4.165) for different choices of % > 0.
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Figure 4.20: Convergence of the cost functional J .
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with respect to some coarser, nested decomposition TH , and consider the problem to
find ũ%H ∈ UH as the minimizer of

ũ%H = arg min
vH∈UH

1

2
‖vH −Bỹ%h‖2

[H1,1
0;,0(Q)]∗

= arg min
vH∈UH

1

2
〈vH −Bỹ%h, A−1(vH −Bỹ%h)〉[H1,1

0;,0(Q)]∗ .

This is equivalent to the saddle point formulation (3.41), i.e., to find (p̂h, ũ%H) ∈
Xh × UH such that

〈Ap̂h, qh〉Q + 〈ũ%H , qh〉L2(Q) = 〈Bỹ%h, qh〉Q, 〈vH , p̂h〉L2(Q) = 0,

for all (qh, vH) ∈ Xh×UH . In terms of matrices this can be computed by solving the
system (

Ah M̂h

M̂>
h 0

)(
p̂h
ũ%H

)
=

(
Bhỹ%h
0H

)
, (4.169)

where Ah and Bh are as in (4.164) and

M̂h[i, `] = 〈ϕ0
H,`, ϕ

1
h,i〉L2(Q), i = 1, . . . ,MX , ` = 1, . . . , NH .

Unique solvability and related error estimates follow from the abstract framework by
Theorem 3.20, if the discrete inf-sup stability

cS‖vH‖[H1,1
0;,0(Q)]∗ ≤ sup

0 6=qh∈Xh

〈vH , qh〉L2(Q)

‖∇(x,t)qh‖L2(Q)

for all vH ∈ UH ,

is satisfied with some uniform constant cS > 0. This can be achieved by the choice
h = H/4, i.e., Th is produced by twice uniformly refining TH . The reconstructed
controls for the three different targets are depicted in Figure 4.21.

a) ũ%H,1 b) ũ%H,2 c) ũ%H,3

Figure 4.21: Reconstructed controls ũ%H,i ∈ UH computed by solving (4.169) on a
mesh with N = 32768 elements and M = 16256 DoFs.



136 4 Model problems and numerical illustration of the optimal control framework

4.2.2 Adaptive refinement

The applicability of adaptive schemes is of interest for many reason. To mention
some, note, that we observed the existence of smooth targets for which we do not see
optimal orders of convergence, with the optimal choice % = h2, see Table 4.2. We will
see that the adaptive scheme will regain optimal rates in this case and even raise the
order of convergence for the less smooth targets yd,2 and yd,3. Moreover, it reduces
the computational effort, as less elements are needed, to compute a solution of the
same accuracy. To drive an adaptive scheme, note that for given yd ∈ L2(Q), we can
compute the error ‖yd − ỹ%h‖L2(Q), where ỹ%h ∈ Yh is the unique solution of (4.155).
Thus, we can define the local error indicators on each element τ` ∈ Th by

η̃` := ‖yd − ỹ%h‖L2(τ`), ` = 1, . . . , N,

which satisfy

‖yd − ỹ%h‖2
L2(Q) =

N∑
`=1

η̃2
` ,

and we can drive an adaptive scheme using Dörfler marking [34], i.e., we refine all
elements τ` ∈ Th that satisfy

η̃` > θ max
i=1,...,N

η̃i, for some θ > 0.

As in the case of adaptive refinement for the Poisson equation in Section 4.1.2,
the question about the optimal choice of the regularization parameter % arises, as
adaptively refined meshes get heavily non-uniform. One obvious choice is % = h2

min,
but, especially for targets in [H1,1

0;,0(Q)]∗ we want to keep the regularization parameter
as large as possible, to have a suitable stabilization of the problem. Therefore, we also
consider the choice of an adaptive parameter %(x, t) = h2

` for ` = 1, . . . , N . Without
a rigorous analysis, we just give some numerical examples by solving(

A%−1h Bh

−B>h Mh

)(
p%h
ỹ%h

)
=

(
0h
ydh

)
, (4.170)

with Bh and Mh as in (4.164) and

A%−1h[i, j] =

∫ T

0

∫
Ω

%(x, t)−1∇(x,t)ϕ
X
j (x, t) · ∇(x,t)ϕ

X
i (x, t) dx dt.

The results for the different targets are depicted in Figure 4.22. We see a similar be-
havior as in the case of the adaptive refinement for the Poisson equation. Especially,
for the continuous targets yd,i, i = 1, 2, 4 we gain quadratic orders of convergence,
when choosing % = h2

min, while the choice %(x, t) = h2
` seems again especially well-

suited for the discontinuous target yd,2. The resulting adaptive meshes are depicted
in Figure 4.23.
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Remark 4.41. It is worth noting, that the solution of the distributed optimal control
problem subject to the wave equation does not require a so-called Courant–Friedrichs–
Lewy–condition (CFL-condition), dating back to [28], which is usually observed in the
direct solution of the wave equation and will be adressed in Chapter 5 in more detail.
For a uniform tensor product mesh of the space time domain Q = (0, 1)d × (0, T ),
the condition can explicitly be computed to be

ht ≤ d−1/2hx,

where ht and hx denotes temporal and spatial mesh sizes, respectively, see [110, p.
49].
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Figure 4.22: Convergence rates for the adaptive scheme solving (4.170) with θ = 0.5
for different choices of %.

a) Initial mesh N = 128 b) yd,1, N = 15095 c) yd,3, N = 5130

Figure 4.23: Initial mesh and adaptively refined meshes for the target functions yd,1
and yd,3.
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4.2.3 State and control constraints

In this section we will discuss the incorporation of state or control constraints into
the optimal control problem subject to the wave equation. Recall, that the abstract
theory applies to the unconstrained problem (4.129)-(4.130), when choosing

H = L2(Q), X = H1,1
0;,0(Q), Y = H0;0,(Q),

and the operators

A = −∆(x,t) : H1,1
0;,0(Q)→ [H1,1

0;,0(Q)]∗ and B̃ = E∗�(̃·) : H0;0,(Q)→ [H1,1
0;,0(Q)]∗.

State constraints

The problem admitting state constraints is then to minimize the cost functional

J (y%, u%) =
1

2
‖yd − y%‖2

L2(Q) +
%

2
‖u%‖2

[H1,1
0;,0(Q)]∗

subject to the wave equation

�y%(x, t) := ∂tty%(x, t)−∆xy%(x, t) = u%(x, t) for (x, t) ∈ Q,
y%(x, t) = 0 for (x, t) ∈ Σ,

y%(x, 0) = ∂ty%(x, t)|t=0 = 0 for x ∈ Ω,

and to the state constraints

g−(x, t) ≤ y%(x, t) ≤ g+(x, t) for (x, t) ∈ Q,

for a given target yd ∈ L2(Q) and barrier functions g± : Q → R, which fulfill
g−(x, t) ≤ 0 ≤ g+(x, t) for a.a. (x, t) ∈ Q and B̃∗A−1B̃g± ∈ L2(Q). We already
established that B̃ : Y → X∗ is an isomorphism, and thus, considering the reduced
cost functional

J̃ (y%) =
1

2
‖yd − y%‖2

L2(Q) +
%

2
‖B̃y%‖2

[H1,1
0;,0(Q)]∗

,

we want to find

y% ∈ Ks := {z ∈ H0;0,(Q) : g−(x, t) ≤ z(x, t) ≤ g+(x, t), for a.a. (x, t) ∈ Q}

such that
J̃ (y%) ≤ J̃ (z), for all z ∈ Ks.

This is exactly (3.47) and the minimizer is characterized as the unique solution of
the variational inequality (3.48), i.e., we want to find y% ∈ Ks such that

%〈Sy%, z − y%〉Q + 〈y%, z − y%〉L2(Q) ≥ 〈yd, z − y%〉L2(Q) for all z ∈ Ks, (4.171)
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where S := B̃∗A−1B̃ : H0;0,(Q) → [H0;0,(Q)]∗. Thus, with Lemma 3.23 and the
norm equivalence ‖y‖S = ‖y‖H0;0,(Q), see (4.140), we immediately get the following
regularization error estimates.

Lemma 4.42. Let yd ∈ L2(Q) be given. For the unique solution y% ∈ Ks of (4.171)
there holds

‖y% − yd‖L2(Q) ≤ ‖yd‖L2(Q). (4.172)

Further, if yd ∈ Ks, then

‖y% − yd‖L2(Q) ≤
√
%‖yd‖H0;0,(Q) and ‖y% − yd‖H0;0,(Q) ≤ ‖yd‖H0;0,(Q). (4.173)

If in addition Syd ∈ L2(Q) it holds

‖y% − yd‖L2(Q) ≤ %‖Syd‖L2(Q) and ‖y% − yd‖H0;0,(Q) ≤
√
%‖Syd‖L2(Q). (4.174)

Now let us derive complementarity conditions by introducing the auxiliary variable
λ := %Sy% + y% − yd ∈ [H0;0,(Q)]∗, which satisfies, see (4.171)

〈λ, z − y%〉L2(Ω) ≥ 0, for all z ∈ Ks.

By Lemma 3.24 the unique solution y% ∈ Ks satisfies Sy% ∈ L2(Q), which implies
λ ∈ L2(Q) and pointwise evaluation is a.e. well-defined. With the sets

Qs,± := {(x, t) ∈ Q : y%(x, t) = g±(x, t)}.

by (3.62), the following complementarity conditions hold true:

λ = 0, g− < y% < g+, on Q \Qs,±,

λ ≥ 0, y% = g−, on Qs,−, (4.175)
λ ≤ 0, y% = g+, on Qs,+.

Discretization

As in the case without constraints, we consider an admissible, globally quasi-uniform
decomposition Th = {τ`}N`=1 of the space-time domain Q into shape regular, simplicial
finite elements τ` and the ansatz and test spaces

Yh = S1
h(Th) ∩H

1,1
0;0,(Q) = span{ϕYk }

MY
k=1

and
Xh = S1

h(Th) ∩H
1,1
0;,0(Q) = span{ϕXk }

MX
k=1.
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of globally continuous, piecewise linear functions. In order to get a good discrete
approximation of the set of state constraints Ks, let us consider

Ksh :=
{
zh ∈ Yh : Πhg−(x, t) ≤ zh(x, t) ≤ Πhg+(x, t), for all (x, t) ∈ Q

}
.

where Πh : dom(Πh) ⊂ L2(Q) → Yh denotes some suitable (quasi-)interpolation
operator. Since again we are not able to compute the action of S, we replace it by a
computable approximation S̃ : H0;0,(Q) → [H0;0,(Q)]∗ defined as S̃y = B̃∗pyh for all
y ∈ H0;0,(Q), where pyh ∈ Xh solves (4.154). The discrete variational formulation is
then to find ỹ%h ∈ Ksh such that

%〈S̃ỹ%h, zh−ỹ%h〉Q+〈ỹ%h, zh−ỹ%h〉L2(Q) ≥ 〈yd, zh−ỹ%h〉L2(Q) for all zh ∈ Ksh, (4.176)

Recall, that the inverse inequality (4.156), i.e., ‖zh‖H0;0,(Q) ≤ cIh
−1‖zh‖L2(Q) holds,

for all zh ∈ Yh. Therefore, Theorem 4.43 is applicable and gives unique solvability
and the following error estimates for the variational inequality (4.176).

Theorem 4.43. Let yd ∈ L2(Q) and 0 ∈ Ksh. Then for the unique solution ỹ%h ∈
Ksh of (4.176) there holds

‖ỹ%h − yd‖L2(Q) ≤ ‖yd‖L2(Q). (4.177)

Moreover, let yd ∈ Ks ∩H1,1
0;0,(Q) such that Syd ∈ L2(Q) and pyd ∈ H

1,1
0;,0(Q) ∩H2(Q)

be the unique solution of

〈Apyd , q〉Q = 〈Byd, q〉Q, for all q ∈ H1,1
0;,0(Q).

Then,

‖ỹ%h − yd‖L2(Q) ≤ c
([
h−1%3/2 + %

](
‖Syd‖L2(Q) + ‖Sg±‖L2(Q)

)
+h−1% inf

qh∈Xh
‖pyd − qh‖H1,1

0;,0(Q) (4.178)

+
[
h−1√%+ 1

]
inf

zh∈Kh

[
%‖yd − zh‖2

H0;0,(Q) + ‖yd − zh‖2
L2(Q)

]1/2)
.

Remark 4.44 ((Quasi-)interpolation operator). In practice, we want Ksh to be a
good approximation of the set Kh. Thus, we say that Πh : dom(Πh) ⊂ L2(Q) → Yh
is a suitable (quasi-)interpolation operator if it satisfies

(K1) Πhy ∈ Ksh for all y ∈ Ks ∩ dom(Πh),

(K2) ‖y−Πhy‖L2(Q) +h‖y−Πhy‖H0;0,(Q) ≤ ch2‖y‖H2(Q) for all y ∈ H2(Q)∩H1,1
0;0,(Q).

Whenever Q ⊂ Rn, n = 1, 2, 3, we have H2(Q) ⊂ C(Q) and one can choose Πh =
Ih : C(Q) → Yh as the nodal interpolation, for which the above assumptions hold
true. For four dimensional space-time domains and more complex geometries, the
construction of a suitable projection is an open task, that exceeds the scope of this
work.
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The main statement of this section is again an interpolation argument, revealing the
optimal choice % = h2, as in the unconstrained case.

Theorem 4.45. Let ỹ%h ∈ Ksh denote the unique solution of (4.176) and let yd ∈
Ks ∩ Hr(Q) for r ∈ (1, 2] or yd ∈ Hr,r

0;0,(Q) for r ∈ [0, 1], where we additionally
assume g−(x, t) ≤ yd(x, t) ≤ g+(x, t) for a.a. (x, t) ∈ Q. Moreover, we assume that
Syd ∈ Hr−2, g± ∈ H2(Q) and pyd ∈ H

1,1
0;,0(Q) ∩ Hr(Q) for all r ∈ [0, 2] and (4.161)

holds. If % = h2, then

‖yd − y%h‖L2(Q) ≤ chr(‖yd‖Hr(Ω) + ‖g±‖Hr(Ω)).

Proof. Let us first assume that yd ∈ Ks∩H2(Ω). Then, by assumption (K1) we have
Πhyd ∈ Ksh and, using (K2), it holds

inf
zh∈Ksh

‖yd − zh‖L2(Q) ≤ ‖yd − Πhyd‖L2(Q) ≤ ch2‖yd‖H2(Q)

and
inf

zh∈Ksh
‖yd − zh‖H0;0,(Q) ≤ ‖yd − Πhyd‖H0;0,(Q) ≤ ch‖yd‖H2(Q).

Moreover, since pyd ∈ H2(Q), we get by best approximation, see Theorem 2.36, and
(4.161) that

inf
qh∈Xh

‖pyd − qh‖H1,1
0;,0(Q) ≤ ch‖pyd‖H2(Q) ≤ ch‖yd‖H2(Q).

Thus, with % = h2 estiamte (4.178) becomes

‖yd − ỹ%h‖L2(Q) ≤ ch2
(
‖yd‖H2(Q) + ‖g±‖H2(Q)

)
.

Interpolating this estimate with (4.177) gives the desired result.

Numerical results

Using the fe-isomorphism the variational formulation (4.176) is equivalent to find
Ksh 3 ỹ%h ↔ y%h ∈ RMY such that

%(Shỹ%h, zh − ỹ%h)2 + (Mhỹ%h, zh − ỹ%h)2 ≥ (ydh, zh − ỹ%h)2 (4.179)

for all Ksh 3 zh ↔ zh ∈ RMY , where Sh = B>h A
−1
h Bh with matrices and load

vector defined as in (4.164). To incorporate the constraints, we define the auxiliary
variable

λ̃h := %Shỹ%h +Mhỹ%h − ydh,

and the set of active nodes be defined as

As,± := {k = 1, . . . ,MY : ỹ%h[k] = (Πhg)±(xk)}. (4.180)
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Then we obtain the discrete complementarity conditions

λ̃h[k] = 0, (Πhg−)(xk) < ỹ%h[k] < (Πhg+)(xk), for k 6∈ As,±,
λ̃h[k] ≥ 0, ỹ%h[k] = (Πhg−)(xk), for k ∈ As,−, (4.181)

λ̃h[k] ≤ 0, ỹ%h[k] = (Πhg+)(xk), for k ∈ As,+.

These are equivalent to

λ̃h[k] = min{0, λ̃h[k] + α(g+h[k]− ỹ%h[k])}+ max{0, λ̃h[k] + α(g−h[k]− ỹ%h[k])},

for some α > 0 and Yh 3 Πhg± ↔ g±h ∈ RMY . Now in order to solve (4.179), we
compute the roots of the functions

F1(ỹ%h, λ̃h) = %Shỹ%h +Mhỹ%h − λ̃h − yd

and

F2(ỹ%h, λ̃h) = λ̃h − min{0, λ̃h[k] + α(g+h[k]− ỹ%h[k])}
− max{0, λ̃h[k] + α(g−h[k]− ỹ%h[k])}.

simultaneously. This is achieved applying a semi-smooth Newton algorithm, which
is equivalent to and active set strategy, see Algorithm 1, as in the case of constraints
for the Poisson equation, see Section 4.1.3. Therefore, we successively compute the
iterates (

ỹm+1
%h

λ̃m+1
h

)
=

(
ỹm%h
λ̃mh

)
−
(
DF(ỹm%h, λ̃

m
h )
)−1F(ỹm%h, λ̃

m
h ), (4.182)

where the Jacobian is given as

DF(zh,µh) =

(
%Sh +Mh −I

αL′(g±h, zh,µh) I − L′(g±h, zh,µh)

)
,

where the entries of L′ are as in (4.79). To support our theoretical results, we will
consider the domain Q = (0, L) × (0, T ), T = L = 1, and the target functions, see
Figure 4.17, yd,1 ∈ C2(Q), given as

yd,1(x, t) =

{
1
2
(6t− 3x− 2)3(3x− 6t)3 sin(πx), x ≤ 2t and 6t− 3x ≤ 2,

0, else,

and the discontinuous target yd,3 ∈ H1/2−ε
0 (Q), ε > 0, defined as

yd,3(x, t) =

{
1, (x, t) ∈ (0.25, 0.75)2 ⊂ Q,

0, else.
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The constraints on the state are imposed by the barrier functions g(j)
− ≡ 0, j = 1, 2,

and
g

(1)
+ (x, t) = min{0.3, yd,1(x, t)} for (x, t) ∈ Q

and
g

(2)
+ (x, t) = 0.5yd,1(x, t) for (x, t) ∈ Q.

We solve (4.182) successively, with % = h2 and initial guess

ỹ0
%h = (h2Sh +Mh)

−1ỹd,h ∈ RMY and λ̃0
h = 0h ∈ RMY .

As a stopping criterion we choose the maximal absolute error in each node, i.e., we
stop if

tols := max{tols,+, tols,−} < 10−5, (4.183)

where

tols,+ := max
{k:ỹ%h[k]>g+(xk)}

|ỹ%h[k]− g+(xk)|,

tols,− := max
{k:ỹ%h[k]<g−(xk)}

|ỹ%h[k]− g−(xk)|.

To reconstruct the control, we solve (4.169), as in the unconstrained case. The results
are depicted in Figure 4.24.

Control constraints

In this case we want to minimize

J (y%, u%) =
1

2
‖yd − y%‖2

L2(Q) +
%

2
‖u%‖2

[H1,1
0;,0(Q)]∗

,

subject to the wave equation

�y%(x, t) := ∂tty%(x, t)−∆xy%(x, t) = u%(x, t) for (x, t) ∈ Q,
y%(x, t) = 0 for (x, t) ∈ Σ,

y%(x, 0) = ∂ty%(x, t)|t=0 = 0 for x ∈ Ω,

and to the control constraints

h−(x, t) ≤ u%(x, t) ≤ h+(x, t) for (x, t) ∈ Q,

for a given target yd ∈ L2(Q) and barrier functions h± ∈ L2(Q), which fulfill
h−(x, t) ≤ 0 ≤ h+(x, t) for a.a. (x, t) ∈ Q. Following the abstract framework in
Section 3.2, this is equivalent to find y% ∈ Kc, such that

%〈Sy%, z − y%〉Q + 〈y%, z − y%〉L2(Q) ≥ 〈yd, z − y%〉L2(Q) for all z ∈ Kc, (4.184)
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a) yc,1 b) ỹ%h,1, g
(1)
± c) ũ%H,1, g

(1)
±

d) yd,3 e) ỹ%h,3, g
(2)
± f) ũ%H,3, g

(2)
±

Figure 4.24: Targets yd,i, computed constrained states ỹ%h,i, = 1, 3 on a mesh with
N = 32768 elements and M = M16256 DoFs with constraints g(j)

± , j =
1, 2 and reconstruction of the controls ũ%H,i on a mesh with NH = 2048
elements.

where the set of constraints is defined as

Kc := {z ∈ H0;0,(Q) : 〈h−, q〉L2(Q) ≤ 〈B̃z, q〉Q ≤ 〈h+, q〉L2(Q) q ∈ H1,1
0;,0(Q), q ≥ 0}.

As observed, this problem admits the same structure as state constraints and all
the estimates from Lemma 4.42 carry over verbatim, when replacing Ks by Kc.
The complementarity conditions can be derived considering the auxiliary variable
wλ ∈ H1,1

0;,0(Q) as unique solution of

〈B̃∗wλ, z〉Q = 〈%S + y% − yd, z〉Q for all z ∈ H0;0,(Q),

for which we get, by (3.64),

wλ = 0, h− < u% < h+, on Q \Qc,±,

wλ ≥ 0, u% = h−, on Qc,−, (4.185)
wλ ≤ 0, u% = h+, on Qc,+,

where the sets Qc,± are defined, if Assumption 3.26 is satisfied, as

Qc,± := {(x, t) ∈ Q : u%(x, t) = h±(x, t)}.

For the discretization, we introduce the set

Kch := {zh ∈ Yh : 〈h−, qh〉L2(Q) ≤ 〈Bzh, qh〉Q ≤ 〈h+, qh〉, qh ∈ Yh, qh ≥ 0}
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and consider the discrete variational problem to find ỹ%h ∈ Kch such that

%〈S̃ỹ%h, zh−ỹ%h〉Q+〈ỹ%h, zh−ỹ%h〉L2(Q) ≥ 〈yd, zh−ỹ%h〉L2(Q) for all zh ∈ Kch, (4.186)

for which related error estimates as in Theorem 4.43 (replacing Ks by Kc, Ksh by
Kch and ‖Sg±‖L2(Q) by ‖h±‖L2(Q)) follow, if we restrict to functions satisfying As-
sumption 3.26 and Assumption 3.27. As in the case of state constraints, using the
fe-isomorphism, the solution of (4.186) Kch 3 ỹ%h ↔ ỹ%h ∈ RMY has to fulfill

%(Shỹ%h, zh − ỹ%h)2 + (Mhỹ%h, zh − ỹ%h)2 ≥ (ydh, zh − y%h)2 (4.187)

for all Kch 3 zh ↔ zh ∈ RMY . To incorporate the constraints, we will consider the
auxiliary variable w̃λ,h ∈ RMX solving

B>h w̃λ,h = %Shỹ%h +Mhỹ%h − ydh.

Introducing the set of active nodes as

Ac,± := {k = 1, . . . ,MY : (Bhỹ%h)[k] = h±h[k]},

where the entries of h±h ∈ RMX are given as

h±[k] = 〈h±, ϕXk 〉L2(Q) k = 1, . . . ,MX ,

we can conclude the discrete complementartity conditions

w̃λh[k] = 0, h−h[k] < (Bhỹ%h)[k] < h+h[k], for k 6∈ Ac,±,
w̃λh[k] ≥ 0, (Bhỹ%h)[k] = h−h[k], for k ∈ Ac,−, (4.188)
w̃λh[k] ≤ 0, (Bhỹ%h)[k] = h+h[k], for k ∈ Ac,+,

as in the continuous case. These are equivalent to

w̃λh[k] = min{0, w̃λh[k]+α(hh+−(Bhỹ%h)[k])}+max{0, w̃λh[k]+α(hh−−(Bhỹ%h)[k])},

for some α > 0. Thus, we want to find the roots of the functions

F̃1(ỹ%h, w̃λh) = %Shỹ%h +Mhỹ%h −B>h w̃λh − ydh,

and

F̃2(ỹ%h, w̃λh) = w̃λh − min{0, w̃λh[k] + α(hh+[k]− (Bhỹ%h)[k])}
− max{0, w̃λh[k] + α(hh−[k]− (Bhỹ%h)[k])},

simultaneously, which can be achieved by applying a semi-smooth Newton method,
i.e., we compute the iterates(

ỹm+1
%h

w̃m+1
λh

)
=

(
ỹm%h
w̃m
λh

)
−
(
DF̃(ỹm%h, w̃

m
λh)
)−1F̃(ỹm%h, w̃

m
λh),

where the Jacobian is given as

DF̃(zh,wh) =

(
%Sh +Mh −B>h

αL′(h±h, Bhzh,wh)Bh I − L′(h±h, Bhzh,wh)

)
.



146 4 Model problems and numerical illustration of the optimal control framework

Remark 4.46. To avoid setting up the matrix Sh = B>h A
−1
h Bh, which is dense due

to the inverse of Ah, we can introduce p%h = −%A−1
h Bhỹ%h and yet another function

F̃0(p%h, ỹ%h, w̃λh) = %−1Ahp%h +Bhỹ%h
and find the roots of

F(p%h, ỹ%h, w̃λh) =

F̃0

F̃1

F̃2

 (p%h, ỹ%h, w̃λh),

iteratively solving a semi smooth Newton method with Jacobian

DF(p%h, zh,wh) =

%−1Ah Bh 0
B>h I −B>h
0 αL′(h±h, Bhzh,wh)Bh I − L′(h±h, Bhzh,wh)

 .

Although, we gain additional degrees of freedom, the Jacobian is sparse.

As a test example, we consider the target

ycd(x, t) =

{
1, t ≥ 1− x,
0, else,

on the space time domain Q = (0, 1)2 and the barrier functions

h−(x, t) ≡ 0, and h+(x, t) = 1000.

We choose % = h2 and the initial guesses

ỹ0
%h = (h2Sh +Mh)

−1yd,h ∈ RMY , p0
%h = %A−1

h Bhỹ0
%h ∈ RMX , w̃0

λh = 0h ∈ RMX .

As a stopping criterion we choose the maximal absolute error in each node, i.e., we
stop if

tolc := max{tolc,+, tolc,−} < 10−5, (4.189)

where

tolc,+ := max
{k:(Bhỹ%h)[k]>h+h[k]}

|(Bhỹ%h)[k]− h+h[k]|,

tolc,− := max
{k:(Bhỹ%h)[k]<h−h[k]}

|(Bhỹ%h)[k]− h−h[k]|.

To reconstruct the control, we solve (4.169), as in the unconstrained case. The results
are depicted in Figure 4.25.

To conclude, both state and control constraints fit into the abstract framework and
can be handled as in the elliptic case in Section 4.1.3 and the final discussion therein.
We point out, that all the numerical examples were carried out using MATLAB,
where we adapted refinement routines from [44].
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a) ycd,1

b) ỹ%h c) ỹ%h, h±

d) ũ%H e) ũ%H , h±
unconstrained constrained

Figure 4.25: Target ycd and computed state ỹ%h on a mesh with N = 32768 elements
and M = 16129 DoFs and reconstruction of the control ũ%H on a mesh
with NH = 2048 elements with and without constraints h±.





5 An adaptive least squares space(-time)
framework

In this section we will analyze numerical methods for the direct solution of PDEs,
based on a least squares framework, following ideas of [70]. In particular, we will see,
that a majority of the concepts that have been used in the case of optimal control
problems, can be reused and trimmed to this application. To outline the framework,
let X ⊂ HX ⊂ X∗ and Y ⊂ HY ⊂ Y ∗ be two Gelfand triples of Hilbert spaces. Then
for given f ∈ X∗, we want to find y ∈ Y as solution of the operator equation

By = f in X∗. (5.1)

This equation admits a unique solution y ∈ Y for any f ∈ X∗, if and only if B : Y →
X∗ is an isomorphism. The main interest now lies in the discretization of (5.1). A
well-known approach is to equivalently consider the variational formulation, i.e, to
find y ∈ Y such that

〈By, q〉HX = 〈f, q〉HX for all q ∈ X, (5.2)

for given f ∈ X∗, where 〈·, ·〉HX denotes the duality pairing as extension of the inner
product in HX , and then to find suitable, finite dimensional, trial spaces Xh and Yh
and determine the solution yh ∈ Yh of

〈Byh, qh〉HX = 〈f, qh〉HX for all qh ∈ Yh. (5.3)

At this point, it is important to note, that the property of B : Y → X∗ being an
isomorphism, does not transfer to the discrete setting, even when choosing conforming
spaces Xh ⊂ X and Yh ⊂ Y . Thus, the crucial part of this procedure is to construct
Xh and Yh such that (5.3) admits a unique solution, preferably for any right hand
side f ∈ X∗. In particular, in the finite dimensional setting this requires dim(Xh) =
dim(Yh), which is a major restriction in many applications, as it narrows the choice
of trial spaces fiercely. This, in turns, might restrict the applicability of adaptive
schemes or parallel algorithms for the solution of the discretized problem. In addition,
in practice, we prefer to have discrete spaces that are easy to implement in a numerical
scheme, at best, spaces that can be used for a wide class of problems, e.g., standard
finite element spaces. Before we state the alternative approach for the solution of
the operator equation (5.1), we will consider a motivational example, illustrating the
obstacles just stated.

149



150 5 An adaptive least squares space(-time) framework

5.1 Motivation

Let us consider the simple initial boundary value problem of a spatially one-dimensional
wave equation with homogeneous Dirichlet boundary conditions on the space-time
domain Q = (0, L)× (0, T ), 0 < T,L <∞, given as

∂tty(x, t)− ∂xxy(x, t) = f(x, t) for (x, t) ∈ Q,
y(x, t) = 0 for (x, t) ∈ Σ = {0, L} × (0, T ),

y(x, 0) = ∂ty(x, t)|t=0 = 0 for x ∈ (0, L).

(5.4)

With the theory outlined in Section 4.2, we can derive the variational formulation to
find y ∈ H0;0,(Q) such that

〈B̃y, q〉Q = 〈f, q〉Q for all q ∈ H1,1
0;,0(Q), (5.5)

where the operator B̃ : H0;0,(Q)→ [H1,1
0;,0(Q)]∗ defines an isomorphism and thus (5.5)

admits a unique solution y ∈ H0;0,(Q) for all f ∈ [H1,1
0;,0(Q)]∗. For a numerical scheme,

we consider an admissible, globally quasi-uniform, decomposition Th = {τ`}N`=1 of the
space time domain Q into shape regular triangles τ`, of mesh size h`, ` = 1, . . . , N
and the trial spaces Xh = S1

h(Th) ∩ H
1,1
0;0,(Q) and Yh = S1

h(Th) ∩ H
1,1
0;,0(Q). Using

(4.137), the variational formulation is then to find yh ∈ Yh such that∫ T

0

∫ L

0

−∂tyh(x, t)∂tqh(x, t) + ∂xyh(x, t)∂xqh(x, t) dt dx = 〈f, qh〉Q, (5.6)

for all qh ∈ Xh.

ht

T

hx L

Figure 5.1: Structured space-time mesh

As a test example, let us consider a
structured space time triangulation, see
Figure 5.1, where we can steer the ratio
between ht and hx and the solution of
the wave equation

y1(x, t) = t2 sin(πt) sin(πx/L), (5.7)

for (x, t) ∈ Q. In Table 5.1 we ob-
serve optimal orders of convergence, if
ht ≤ hx, whereas the convergence breaks
down if ht > hx. This is known as the
CFL-condition, see Remark 4.41, an can
be derived explicitly for tensor product

meshes, see, e.g., [110]. Since a small violation against this conditions already leads
to an unstable numerical scheme, the discrete variational formulation (5.6) is obvi-
ously not suitable for adaptive schemes, as, in general we can not guarantee that an
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N ht hx |y1 − yh|H1(Q) eoc

8 0.500 0.500 7.98 · 10−1 0.000
32 0.250 0.250 4.75 · 10−1 0.749
128 0.125 0.125 2.46 · 10−1 0.948
512 0.063 0.063 1.24 · 10−1 0.987

2,048 0.031 0.031 6.22 · 10−2 0.997
8,192 0.016 0.016 3.11 · 10−2 0.999
32,768 0.008 0.008 1.56 · 10−2 1.000

a) ht ≤ hx

hx |y1 − yh|H1(Q) eoc

0.450 7.79 · 10−1 0.000
0.225 4.69 · 10−1 0.734
0.113 2.42 · 10−1 0.956
0.056 9.30 · 10−1 −1.945
0.028 1.30 · 105 −17.097
0.014 4.70 · 1016 −38.389
0.007 1.62 · 1041 −81.513

b) ht 6≤ hx

Table 5.1: Computation for the test example (5.7) on a mesh satisfying and violating
the CFL-condition

adaptively refined mesh will meet this condition. Possible workarounds are the use of
a suitable transformation operator such as the modified Hilbert transformation, see
[88], which leads to an unconditionally stable Galerkin Bubnov scheme or a simpler
stabilization approach on a tensor product space-time mesh, see [109], which was
extended to arbitrary higher order schemes in [115]. But, as the latter approaches,
require a tensor product structure (so far), they are not well-suited for fully space
time adaptive schemes. To overcome the tensor product structure one might consider
the idea of tent pitching, [56, 57], which guarantees that all elements satisfy the CFL-
condition, or a suitable discontinuous Galerkin method, e.g., [35, 58], where for the
latter the analysis relies on a density argument first stated in [32], which so far is only
provable on hypercubes. Yet another approach, that has the advantage of an inbuilt
error estimator, is to replace the direct problem by a least squares/minimal residual
approach. This has been studied by Führer and Karkulik in the case of first order
least squares systems (FOSLS) [43] or in the case of minimal residual Petrov-Galerkin
discretizations in [2, 90], see also [29] for conditionally stable PDEs. Following [70],
we will take the point of view of the latter approaches, ending up to with a mixed
finite element scheme, where the second variable is the Riesz lift of the residual and
serves as an error estimator. An abstract framework, describing the method, will be
outlined in the next section, using the tools already developed in Chapter 3.

5.2 Abstract framework for adaptive least squares problems

In this section we will outline an abstract framework for the solution of the operator
equation (5.1), using a least squares approach. For ease of presentation, let us again
restrict to the case, where HX = HY = H. As already mentioned, in order to have a
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unique solution y ∈ Y of (5.1) for every f ∈ X∗, it is mandatory for B : Y → X∗ to
define an isomorphism. Recall, that this is guaranteed by the assumptions:

Assumption 5.1.

(B1) (Boundedness) ∃cB2 > 0 : ‖By‖X∗ ≤ cB2 ‖y‖Y for all y ∈ Y ,

(B2) (Injectivity) ∃cB1 > 0 : cB1 ‖y‖Y ≤ sup06=q∈X
〈By,q〉H
‖q‖X

for all y ∈ Y ,

(B3) (Surjectivity) ∀q ∈ X \ {0} ∃yq ∈ Y : 〈Byq, q〉H 6= 0.

Now, note that the solution y ∈ Y of the operator equation By = f in X∗ is
equivalently characterized as the minimizer of

y =
1

2
arg min

z∈Y
‖Bz − f‖2

X∗ . (5.8)

As in the case of optimal control problems, we now want to give a computable
realization of the dual norm X∗, to make the approach practical for applications.
This is achieved by the operator A : X → X∗, if it satisfies the assumptions:

Assumption 5.2.

(A1) (Boundedness) ∃cA2 > 0 : ‖Aq‖X∗ ≤ cA2 ‖q‖X for all q ∈ X,

(A2) (Self-adjointness) 〈Ap, q〉H = 〈p,Aq〉H for all p, q ∈ X,

(A3) (Ellipticity) ∃cA1 > 0 : 〈Aq, q〉H ≥ cA1 ‖q‖2
X for all q ∈ X.

Then, by Lemma 2.10, we have for all q ∈ X and all v ∈ X∗ that

‖q‖A :=
√
〈Aq, q〉H and ‖v‖A−1 :=

√
〈v,A−1v〉H

define equivalent norms onX andX∗ respectively, with norm equivalence constants√
cA1 ‖q‖X ≤ ‖q‖A ≤

√
cA2 ‖q‖X and

1√
cA2
‖v‖X∗ ≤ ‖v‖A−1 ≤ 1√

cA1
‖v‖X∗ . (5.9)

In particular, the minimization problem (5.8) now becomes

y =
1

2
arg min

z∈Y
‖Bz − f‖2

A−1 =
1

2
arg min

z∈Y
〈Bz − f, A−1(Bz − f)〉H , (5.10)

for which the minimizer has to fulfill the gradient equation

B∗A−1(By − f) = 0 in Y ∗. (5.11)
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Introducing the operator S := B∗A−1B : Y → Y ∗, we thus need to find the solution
y ∈ Y of the variational equation

〈Sy, z〉H = 〈B∗A−1f, z〉H for all z ∈ Y,

which admits a unique solution by the Lemma of Lax–Milgram (Theorem 2.3), as
S : Y → Y ∗ is bounded, self-adjoint and elliptic, see Lemma 3.4. Now let us introduce
the auxiliary variable p = A−1(f −By) ∈ X. Noting that p ≡ 0, we can equivalenty
phrase (5.11) as saddle point formulation to find (p, y) ∈ X × Y such that

〈Ap, q〉H + 〈By, q〉H = 〈f, q〉H for all q ∈ X,
−〈B∗p, z〉H = 0 for all z ∈ Y. (5.12)

5.2.1 Discretization

Let us consider the conforming finite dimensional trial spaces YH ⊂ Y and Xh ⊂ X.
Then the discrete variational formulation of (5.12) is to find (ph, yH) ∈ Xh×YH such
that

〈Aph, qh〉H + 〈ByH , qh〉H = 〈f, qh〉H for all qh ∈ Xh,
−〈B∗ph, zH〉H = 0 for all zH ∈ YH .

(5.13)

Remark 5.3.

• Let us stress that, due to the saddle point structure, in this case it is not required
that dim(Xh) = dim(YH) holds to expect solvability of the system (5.13). On
the contrary, this even increases the flexibility when looking for stable pairs of
trial spaces, and it will be mandatory to obtain an error estimator, as we will
see later on.

• Although, on the continuous level p ≡ 0 by construction, in general ph 6= 0,
which enables us to use ph as an error estimator for ‖y− yH‖Y . We will prove,
its efficiency and reliability.

Assuming a discrete inf-sup stability, we can prove unique solvability and error esti-
mates for the discrete variational formulation (5.13).

Theorem 5.4 ([70, cf Lemma 2.8]). Let f ∈ X∗ and assume the discrete inf-sup
stability

∃c̃B1 > 0 : c̃B1 ‖yH‖Y ≤ sup
06=qh∈Xh

〈ByH , qh〉H
‖qh‖X

, for all yH ∈ YH . (5.14)
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Then, the variational formulation (5.13) admits a unique solution (ph, yH) ∈ Xh×YH .
Moreover, the error estimate

‖y − yH‖Y ≤
[
1 +

cB2
c̃B1

(
1 +

cA2
cA1

)]
inf

zH∈YH
‖y − zH‖Y

holds, where y ∈ Y denotes the unique solution of (5.1).

Proof. Since A : X → X∗ is self-adjoint, bounded and elliptic, unique solvability
follows from the assumed inf-sup stability (5.14) and Theorem 2.5. To show the
error estimate, let zH ∈ YH be arbitrary but fixed. Then, by (5.14) and (5.13), using
that By = f , we have

c̃B1 ‖zH − yH‖Y ≤ sup
06=qh∈Xh

〈B(zH − yH), qh〉H
‖qh‖X

= sup
06=qh∈Xh

〈B(zH − y), qh〉H + 〈Aph, qh〉H
‖qh‖X

≤ cB2 ‖zH − y‖Y + cA2 ‖ph‖X .

and further, using that 〈BzH , ph〉H = 0 for all zH ∈ YH , we compute

cA1 ‖ph‖2
X ≤ 〈Aph, ph〉H = 〈B(y − yH), ph〉H

= 〈B(y − zH), ph〉H ≤ cB2 ‖y − zH‖Y ‖ph‖2
X ,

i.e.,

‖zH − yH‖Y ≤
cB2
c̃B1

(
1 +

cA2
cA1

)
‖y − zH‖Y .

By a triangle inequality

‖y − yH‖Y ≤ ‖y − zH‖Y + ‖zH − yH‖Y ,

we conclude the estimate.

Remark 5.5. In some applications, e.g., [106], it might be useful to define a dis-
cretization dependent norm on the ansatz space Y to achieve the discrete inf-sup
stability (5.14). More precisely, let ‖ · ‖Y,h : Y → R define a norm on YH for which
‖zH‖Y,h ≤ ‖zH‖Y holds for all zH ∈ YH and assume that

∃ĉB1 > 0 : ĉB1 ‖yH‖Y,h ≤ sup
06=qh∈Xh

〈ByH , qh〉H
‖qh‖X

, for all yH ∈ YH .

Then the statements of Theorem 5.4 remain valid, but the error estimate becomes

‖y − yH‖Y,h ≤
[
1 +

cB2
ĉB1

(
1 +

cA2
cA1

)]
inf

zH∈YH
‖y − zH‖Y ,

i.e., we only get the quasi-optimal estimates in the discretization dependent norm.
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Recall, that by Assumption (B2) we have that

∃cB1 > 0 : cB1 ‖yH‖Y ≤ sup
06=q∈X

〈Byh, q〉H
‖q‖X

for all yH ∈ YH ⊂ Y.

Thus, if the test space Xh is chosen rich enough, we can guarantee that the discrete
inf-sup stability (5.14) holds true. The next lemma will shed light on how rich we
need to choose Xh.

Lemma 5.6 ([70, Theorem 2.7]). For a given finite dimensional ansatz space YH ⊂ Y
let Xh ⊂ X be such that

inf
qh∈Xh

‖pzH − qh‖A ≤ δ‖pzH‖A, for all zH ∈ YH , (5.15)

where pzH = A−1BzH ∈ Y . Then there holds the discrete inf-sup stability condition

cB1

√
cA1
cA2

(1− δ)‖zH‖Y ≤ sup
06=qh∈Xh

〈BzH , qh〉H
‖qh‖X

for all zH ∈ YH .

Proof. Firstly, let us recall the norm equivalences for the norms induced by the
elliptic, bounded and self-adjoint operators A : X → X∗ and S := B∗A−1B : Y →
Y ∗, i.e., √

cA1 ‖q‖X ≤ ‖q‖A :=
√
〈Aq, q〉H ≤

√
cA2 ‖q‖X , for all q ∈ X,

and
cB1√
cA2
‖z‖Y ≤ ‖z‖S :=

√
〈Sz, z〉H ≤

cB2√
cA1
‖z‖Y , for all z ∈ Y,

see (5.9) and Lemma 3.4. For zH ∈ YH arbitrary but fixed, note, that we can compute

‖pzH‖2
A = 〈ApzH , pzH 〉H = 〈BzH , A−1BzH〉H = ‖zH‖2

S.

Further, let pzHh ∈ Xh be the unique solution of

〈ApzHh, qh〉H = 〈BzH , qh〉H for all qh ∈ Xh,

for which we have the stability estimate

‖pzHh‖A ≤ ‖pzH‖A

and Cea’s Lemma, i.e., the quasi-best approximation estimate

‖pzH − pzHh‖A ≤ inf
qh∈Xh

‖pzH − qh‖A.
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Together with assumption (5.15), we now compute that

〈BzH , pzHh〉H = 〈ApzH , pzH 〉H − 〈ApzH , pzH − pzHh〉H
≥ ‖pzH‖2

A − ‖pzH‖A‖pzH − pzHh‖A
≥ ‖pzH‖2

A − δ‖pzH‖2
A

≥ (1− δ)‖pzH‖A‖pzHh‖A

≥ cB1

√
cA1
cA2

(1− δ)‖zH‖Y ‖pzHh‖X ,

which gives

cB1

√
cA1
cA2

(1− δ)‖zH‖Y ≤
〈BzH , pzHh〉H
‖pzHh‖X

≤ sup
06=qh∈Xh

〈BzH , qh〉H
‖qh‖X

,

and concludes the proof.

We stress again, that using the least squares framework comes with the advantage
of not requiring dim(YH) = dim(Xh), which gives us more flexibility for the choice
of spaces that meet the condition (5.15). Although, it also comes with the drawback
of introducing an additional unknown ph ∈ Xh, which in terms of the numerical
treatment has the disadvantage of more degrees of freedom in our system of equa-
tions. Though, in the following we will show that we can actually use ph as an error
estimator, to drive an adaptive scheme.

Lemma 5.7 ([70, Lemma 2.5]). Let (ph, yH) ∈ Xh × YH be the unique solution of
(5.13). Then,

‖ph‖X ≤
cB2
cA1
‖y − yH‖Y .

Proof. Testing the first line in (5.13) with qh = ph and using that f = By, we get

cA1 ‖ph‖2
X ≤ 〈Aph, ph〉H = 〈B(y − yH), ph〉 ≤ cB2 ‖y − yH‖Y ‖ph‖X ,

which already gives the desired result.

While this shows the efficiency of the error estimator, the reliability is more cum-
bersome and needs an additional setup. Therefore, let us consider yet another finite
dimensional space, that fulfills YH ⊂ Y H ⊂ Y and assume that the discrete inf-sup
stability

∃cB1 > 0 : cB1 ‖zH‖Y ≤ sup
06=qh∈Xh

〈BzH , qh〉H
‖qh‖X

, for all zH ∈ Y H (5.16)
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holds true. Then there exists a unique solution (ph, yH) ∈ Xh × Y H of

〈Aph, qh〉H + 〈ByH , qh〉H = 〈f, qh〉H for all qh ∈ Xh,
−〈B∗ph, zH〉H = 0 for all zH ∈ Y H .

(5.17)

Now, we are in the position to the prove that ph is a reliable error estimator, when
assuming a saturation assumption.

Lemma 5.8 ([70, Lemma 2.6]). Let (ph, yH) ∈ Xh × YH and (ph, yH) ∈ Xh × Y H be
the unique solutions of (5.13) and (5.17), respectively. Assume that the saturation
assumption

‖y − yH‖Y ≤ η‖y − yH‖Y , for some η ∈ (0, 1) (5.18)

holds, where y ∈ Y denotes the unique solution of (5.1). Then,

‖y − yH‖Y ≤
[cA2 ]2

[cB1 ]2
cB2
cA1

1

1− η
‖ph‖X .

Remark 5.9.

• Note, that since YH ⊂ Y H , we expect that yH ∈ Y H is a better approximation
to y ∈ Y than yH ∈ YH is. Thus it makes sense to assume the saturation
assumption (5.18). Though, even for explicit examples, it is hard to justify that
such an assumption holds, see [22].

• The solution yH ∈ Y H is only needed for the theoretical treatment. Thus, the
space Y H can be arbitrarily non-constructive.

• Also note, that (5.16) implies (5.14).

Proof. When subtracting (5.13) from (5.17) we obtain the Galerkin orthogonality

〈B(yH − yH), qh〉H = 〈A(ph − ph), qh〉H , for all qh ∈ Xh.

Thus, for the difference yH − yH ∈ Y H , we get, using the discrete inf-sup stability
(5.16) that

cB1 ‖yH−yH‖Y ≤ sup
06=qh∈Xh

〈B(yH − yH), qh〉H
‖qh‖X

= sup
06=qh∈Xh

〈A(ph − ph), qh〉H
‖qh‖Y

≤ cA2 ‖ph−ph‖X .

Moreover, by the second line of (5.17) we have that 〈B(zH − yH), ph〉H = 0 for all
zH ∈ Y H and we can estimate

cA1 ‖ph − ph‖2
X ≤ 〈A(ph − ph), ph − ph〉H = 〈B(yH − yH), ph − ph〉H

= 〈B(yH − yH), ph〉H ≤ cB2 ‖yH − yH‖Y ‖ph‖X .
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Altogether, we obtain

‖yH − yH‖Y ≤
[cA2 ]2

[cB1 ]2
cB2
cA1
‖ph‖X

and, using a triangle inequality and the saturation assumption (5.18), gives

‖y − yH‖Y ≤ ‖y − yH‖Y + ‖yH − yH‖Y ≤ η‖y − yH‖Y +
[cA2 ]2

[cB1 ]2
cB2
cA1
‖ph‖X ,

which concludes the proof.

5.3 A hyperbolic model problem

To forge a bridge to the motivational example, we will apply the abstract framework
just developed to the one-dimensional wave equation in this section. Nevertheless,
we like to point put, that its capacity ranges way further, paving the way for finite
element methods for elliptic and parabolic problems, as discussed in [70], and even
for boundary element methods for elliptic problems [107] and for hyperbolic problems
[65].

Now, recall that we already derived the functional analytic setting for the wave
equation, which reads to find y ∈ H0;0,(Q) such that

B̃y = f in [H1,1
0;,0(Q)]∗,

for given f ∈ [H1,1
0;,0(Q)]∗, which admits a unique solution, as B̃ : H0;0,(Q) →

[H1,1
0;,0(Q)]∗ satisfies the Assumptions (B1)-(B3). Moreover, in Section 4.2.1, we al-

ready saw that the operator A : H1,1
0;,0(Q)→ [H1,1

0;,0(Q)]∗ defined as

〈Ap, q〉Q = 〈∂tp, ∂tq〉L2(Q) + 〈∇xp,∇xq〉L2(Q),

satisfies Assumptions (A1)-(A3) with constants cA1 = cA2 = 1, see Lemma 4.34, i.e.

‖q‖A = ‖∇(x,t)q‖L2(Q) = ‖q‖H1,1
0;,0(Q).

Thus, the minimization problem (5.8) is to find

y = arg min
z∈H0;0,(Q)

1

2
‖B̃y − f‖2

A−1 ,

and we can derive the equivalent saddle point formulation to find (p, y) ∈ H1,1
0;,0(Q)×

H0;0,(Q) such that

〈Ap, q〉Q + 〈B̃y, q〉Q = 〈f, q〉Q for all q ∈ H1,1
0;,0(Q),

−〈B̃∗p, z〉Q = 0 for all z ∈ H0;0,(Q).
(5.19)
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For the discretization, we choose

YH = S1
H(TH) ∩H1,1

0;0,(Q) = span{ϕYi }
MY
k=1 ⊂ H0;0,(Q),

and
Xh = S1

h(Th) ∩H
1,1
0;,0(Q) = span{ϕXi }

MX
k=1,

as spaces of piecewise linear, globally continuous functions defined on two admissi-
ble and shape regular triangulations Th = {τh,`}Nh`=1 and TH = {τH,`}NH`=1, which we
assume to be nested, i.e. τH,` =

⋃4L

j=1 τh,j, for some L ≥ 0. The discrete variational
formulation is then to find (ph, yH) ∈ Xh × YH such that

〈Aph, qh〉Q + 〈B̃yH , qh〉Q = 〈f, qh〉Q for all qh ∈ Xh,

−〈B̃∗ph, zH〉Q = 0 for all zH ∈ YH .
(5.20)

In order to admit a unique solution, we have to make sure that the discrete inf-sup
stability condition holds true. Although, we will not give a rigorous analysis, let us
recall, that the operator A : H1,1

0;,0(Q) → [H1,1
0;,0(Q)]∗ corresponds to the space time

Laplacian with mixed Dirichlet and Neumann boundary conditions. Now fix H > 0
and take an arbitrary but fixed zH ∈ YH . It is well-known that YH ⊂ H3/2−ε(Q),
ε > 0. Therefore, we get B̃zH ∈ H−1/2(Q) and for the solution pzH ∈ H1,1

0;,0(Q) of
ApzH = B̃zH we expect that pzH ∈ H1+r(Q)∩H1,1

0;,0(Q), r > 0. Hence, using the best
approximation error estimate (Theorem 2.36), we have that

inf
qh∈Xh

‖pzH − qh‖A ≤ chr‖pzH‖H1+r(Q) ≤ δ‖pzH‖A, δ ∈ (0, 1),

if h is sufficiently small with respect to H, i.e., by Lemma 5.6, the discrete inf-sup
stability can be achieved if h = H/2L for some sufficiently large L > 0. Then, using
that ‖y‖H0;0,(Q) ≤ ‖y‖H1,1

0;0,(Q) for all y ∈ H1,1
0;0,(Q), see (4.133), by Theorem 5.4 and

the best approximation properties (Theorem 2.36) we immediately get the following
result.

Theorem 5.10 ([70, Theorem 5.1]). For any f ∈ [H1,1
0;,0(Q)]∗ (5.20) admits a unique

solution (ph, yH) ∈ Xh × YH , if h = H/2L and L > 0 is sufficiently large. Moreover,
if the unique solution of (5.1) satisfies y ∈ Hs(Q) ∩H1,1

0;0,(Q), then

‖y−yH‖H0;0,(Q) ≤ c inf
zH∈YH

‖y−zH‖H0;0,(Q) ≤ c inf
zH∈YH

‖y−zH‖H1,1
0;0,(Q) ≤ cHs‖y‖Hs(Q).

5.3.1 Numerical results

Using the fe-isomorphism, we need to solve the equivalent system of linear equa-
tions (

Ah Bh

−B>h 0

)(
ph
yH

)
=

(
fh
0H

)
, (5.21)
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with matrices

Ah[i, j] = 〈∇(x,t)ϕ
X
j ,∇(x,t)ϕ

X
i 〉L2(Q),

Bh[i, k] = −〈∂tϕYk , ∂tϕXi 〉L2(Q) + 〈∇xϕ
Y
k ,∇xϕ

X
i 〉L2(Q),

for i, j = 1, . . . ,MX and k = 1, . . . ,MY and load vector

f[i] = 〈f, ϕXi 〉L2(Q), i = 1, . . . ,MX .

Remark 5.11. Note, that in general the matrix Bh in (5.21) is not square. On the
contrary, if h = H, then Bh is square and if the discrete inf-sup stability holds true,
then ph = 0 and we end up with the discrete variational formulation of the direct
formulation, i.e., to find yh ∈ Yh s.t.

〈B̃yh, qh〉Q = 〈f, qh〉Q for all qh ∈ Xh.

Hence, in order to obtain an error estimator we need to have h < H.

As a first test example, let us again consider (5.7) on a structured triangulation of the
space-time domain Q = (0, L) × (0, T ). To gain stability, we choose h = H/2. The
results depicted in Table 5.2 clearly indicate, that we overcome the CFL-condition
Ht ≤ Hx, that was present in the solution of the direct formulation. Moreover, we
see optimal convergence rates in the energy norm, as predicted by the theory.

Secondly, to show the capacity of the error estimator, we consider the test example,
see Figure 5.2,

y2(x, t) :=

{
1
2
(t− x− 2)3(x− t)3 sin π

3
x for x ≤ t and t− x ≤ 2,

0 else,
(5.22)

Figure 5.2: Test example y2 (5.22)
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NH Ht Hx |y1 − yH |H1(Q) eoc

8 0.500 0.250 7.05 · 10−1 0.000
32 0.250 0.125 5.63 · 10−1 0.323
128 0.125 0.063 3.43 · 10−1 0.715
512 0.063 0.031 1.68 · 10−1 1.028

2,048 0.031 0.016 7.63 · 10−2 1.141
8,192 0.016 0.008 3.44 · 10−2 1.150
32,768 0.008 0.004 1.61 · 10−2 1.097

Table 5.2: Computation for the test example (5.7) solving (5.21), with h = H/2, on
a mesh violating the CFL-condition Ht ≤ Hx.
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|ũH − u|H1(Q)
uniform

|ph|H1(Q)
adaptive
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Figure 5.3: Errors |u − ũH |H1(Q) and estimators |ph|H1(Q) for adaptive and uniform
refinements for different choices of h andH for the smooth solution (5.22).

on the space-time domain Q = (0, 3) × (0, 6). We apply a Dörfler marking scheme,
where we define the error estimator for the local error by

η2
` = ‖∇(x,t)ph‖2

L2(τH,`)
,

which fulfills
NH∑
`=1

η2
` =

NH∑
`=1

‖∇(x,t)ph‖2
L2(τH,`)

= ‖∇(x,t)ph‖2
L2(Q),

and refine all elements τH,`, that satisfy

η` > θ max
i=1,...,NH

ηi,

where we choose θ = 0.5. In view of Lemma 5.7, we have that η` is efficient. To
get an reliable error estimator, note that the pairing Xh and YH was stable for the
choice h = H/2. Hence, if we choose h = H/4, then Y H = YH/2 satisfies the discrete
inf-sup stability condition (5.16) and YH ⊂ YH/2 ⊂ H0;0,(Q). If in addition the
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saturation assumption (5.18) holds, which we would expect, since we compute the
solution yH ∈ YH/2 on a finer mesh, the estimator is reliable. Figure 5.3, shows
optimal orders of convergence for a uniform refinement and improved results when
driving an adaptive scheme, with the error estimator η`. Moreover, we see that the
curves of the error estimator and the actual error are parallel, supporting, that the
indicator works well. Surprisingly, the convergence also reveals that we already get
an error estimator for the choice h = H/2. Thus, there seems to be a space Y H , that
meets the assumptions of Lemma 5.8, e.g., one might think of adding the bubble
functions

ϕB` (x, t) =

{∏
{k=1,...,MY :xk∈τH,`} ϕ

Y
k (x, t), (x, t) ∈ τH,`,

0, else,

for ` = 1, . . . , NH , to YH to obtain Y H , but as already mentioned, this space can
be arbitrarily non constructive. The adaptively refined meshes for the test example
(5.22) are shown in Figure 5.4. We point out, that all the numerical examples were
carried out using MATLAB, where we adapted refinement routines from [44].

a) initial, MX = 56 b) h = H/2, MX = 3624 c) h = H/4, MX = 2893

Figure 5.4: Meshes from the adaptive refinement for the solution (5.22).



6 Conclusions and Outlook

In this thesis, we tackled two different types of problems. Firstly, we formulated and
analyzed an abstract framework for distributed optimal control problems subject to
the operator constraint By% = u%. Assuming that B : Y → X∗ defines an isomor-
phism, we were able to derive regularization error estimates on an abstract level, as
was first done for the Poisson equation [95]. Moreover, we investigated the discrete
setting, showing stability for conforming trial spaces and quasi-best approximation
error estimates. The incorporation of state or control constraints was observed to be
equivalent to abstract variational inequalities, for which the analysis for the continu-
ous and the discretized setting were carried out. To show the capacity of the abstract
setting, we considered an elliptic and a hyperbolic distributed optimal control prob-
lem, where in both cases we compared different spaces for the control. For the elliptic
problem, we also gave an alternative point of view for the L2-regularization, fitting
into the energy regularization approach and shed light on the differences between
the energy approach and the common approach. All discussions were complemented
by numerical examples, supporting the theoretical findings. Moreover, we proposed
adaptive finite element schemes and an adaptive choice of the cost parameter and
presented its performance for target functions of different regularity, including dis-
continuous targets. The findings show, that the proposed methods work equally well,
for the elliptic and for the hyperbolic case, where for the latter we used a space time
analysis and totally unstructured space time finite elements, leading to full space
time adaptivity.

Secondly, we considered a least squares framework for the direct solution of the oper-
ator equation By = f . Again, considering that B : Y → X∗ defines an isomorphism,
we gave an abstract analysis for the continuous and discrete setting, including sta-
bility and related quasi best approximation error estimates. Assuming a saturation
assumption, we were able to show efficiency and reliability of the inbuilt error esti-
mator provided by the least squares formulation. As a model problem we considered
the space time formulation of the wave equation. Numerical examples were carried
out supporting the theoretical findings. In particular, we observed unconditional
stability and were able to drive a space time adaptive scheme on fully unstructured
simplicial space time finite element meshes.

As most applications require to consider two or three spatial dimensions, i.e., the
space time domain is in n = d + 1 = 3 or n = 4 dimensions, there is a particular
need for fast solvers of the arising systems. For optimal control problems we derived

163
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the optimal choice % = hord(S) for the cost/regularization parameter, where ord(S)
denotes the order of the differential operator S = B∗A−1B : Y → Y ∗, in the case
of the energy regularization. This not only leads to optimal orders of convergence
of the method, but also implies that the Schur complement matrix of the optimality
system is spectrally equivalent to the mass matrix. In particular, for iterative solvers,
we can use the lumped mass matrix as preconditioner, leading to robust solvers
of optimal complexity, see [75, 80, 81]. Although, in the least squares framework
the Schur complement is also symmetric and positive definite, the design of robust
preconditioning seems more involved and is at this time still an open task. Moreover,
the extension of the proposed methods to non-linear problems is of practical interest,
to integrate space time methods in applications, e.g., electrical machines, see [49].
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